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INSTRUCTION:  

Answer Question One and Any Other Two Questions            

QUESTION ONE (30 Marks) 

a) Giving an example, explain one objective of time series analysis.                (2 marks) 

b) Explain briefly any two components of a time series.      (4 marks) 

c) Explain briefly the procedure you would adopt in the analysis of a time series. (4 

marks) 

d) Explain briefly the steps you would take in order to  

i. determine the order of the process   

ii. estimate the parameters for  

I. A moving average process of order one.        (4 

marks) 

II. An autoregressive process of order one.        (4 

marks) 

e) Define two model selection criteria and briefly explain their importance.     (4 

marks) 

f) Explain briefly the importance of the periodogram in spectral analysis.     (2 

marks) 

g) Consider the first-order moving average process defined by the equation 
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 �� = �� +  ����	, � = 0, ±1, … where ����~�� (0, ��) , � is a real valued constant 

and ��� = 0. 

Determine; 

i. ��(� + ℎ, �)           (2 marks) 

ii. The spectral density of the process.        (4 marks) 

 

 

QUESTION TWO (20 MARKS) 

a) Explain briefly the importance of the correlogram in time series analysis.      (2 

marks) 

b) Differentiate between strict stationarity and weak stationarity.       (4 

marks) 

c) Suppose �� = �� +  �	� + ��, where ���� is a zero-mean stationary series with auto-

covariance function �  and �� and �	 are constants. Show that ���� is not stationary 

but that ∇�� = �� − ���	 is stationary.                                    

(5 marks) 

d) Consider the model given by �� = �� − 1.3���	 + 0.4����where ��is a purely 

random process. Express the model using B notation and determine whether the model 

is stationary and/or invertible.                                                                 (4 

marks) 

e) Consider the first order autoregressive process �� = &���	 + '�  , −1 < & < 1. Show 

that the process can be expressed as an infinite MA process, hence find its 

autocorrelation function.           (5 

marks) 

 

QUESTION THREE (20 MARKS) 

a) Define an ARMA (p, q) process.           (2 

marks) 

i. Define when an ARMA(p,q) process is causal. Determine an equivalent 

characterization.           (2 marks) 

ii. Define when an ARMA(p,q) process is invertible. Determine an equivalent 

characterization.                       (2 marks) 

b) Explain briefly the three main stages of model building.         (6 marks) 

c) Given that �� is iid noise with zero mean and variance ��, determine the 

autocorrelation function for the stationary process defined by �� = 5 + �� − 	
� ���	 +

	
* ����     (8 marks) 



 

QUESTION FOUR (20 MARKS) 

a) Explain briefly the three properties of the autocorrelation function.                     (3 

marks) 

b) Given the following ACF plots, explain with reason the generating process.       (2 

marks) 

 

 

 

c) Consider the second order autoregressive process given by �� =  &	���	 + &����� +
'� where '� is a purely random process with mean zero and variance ��.   
i. Derive the Yule-Walker equation for the process and its general solution. 

determine the values of &	, &�, such that the process is stationary.     (8 

marks) 

ii. If &	 = 1 3+  and &� = 2 9+ , show that the autocorrelation function of �� is 

given by .(ℎ) = 	/
�	 0�

12
|4|

+ 5
�	 0− 	

12
|4|

,   ℎ = 0, ±1, ±2, …     (7 marks) 

 

QUESTION FIVE (20 MARKS) 

a) Sixty observations are taken on a quarterly economic index, 6�. The first eight values 

of the sample acf, 7  and the sample partial acf 89 , of 6�, and of the first differences, 

∇6�, are shown below: 

 

 Lag 1 2 3 4 5 6 7 8 

6� 7  0.95 0.91 0.87 0.82 0.79 0.74 0.70 0.67 

89  0.95 0.04 -0.05 0.07 0.00 0.07 -0.04 -0.02 

∇6� 7  0.02 0.08 0.12 0.05 -0.02 -0.05 -0.01 0.03 

89  0.02 0.08 0.06 0.03 -0.05 -0.06 -0.04 -0.02 
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Identify a model for the series.          (4 

marks) 

b) Find the spectral density function of an AR (1) process given by �� = &���	 + '� 

              (6 

marks) 

c) Determine if the following ARMA process is causal and if it is invertible.     (5 marks) 

�� + 1.6 ���	 =  �� − 0.4���	 + 0.04���� 

d) Consider the random walk ;�, � = 0, 1, 2, … obtained by setting ;� = 0 and ;� = �	 +
�� + ⋯ + ��, for � = 1,2, … where ���� is iid noise with �(��) = 0 and �(��

�) < ∞. 

Determine; 

i. �(;�)              (1 mark) 

ii. �(;��)             (2 

marks) 

iii. �>(� + ℎ, �)            (2 

marks) 

 

 

 


