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Preface

Air emissions include air pollution emissions and greenhouse gas emissions.
Effective air emission control requires multidisciplinary expertise in engineering,
education, physics, chemistry, mathematics, medical science, psychology, agri-
culture, architecture, business management, economics, and politics. It is a difficult
task for the author(s) of any single book to address all aspects of air emissions. The
focus of this book is on engineering science and technology, upon which effective
air emission control program must be built. It does not prescribe social, economic,
and political factors that lie outside the scope of this book.

This book aims at senior undergraduate and graduate students with educational
backgrounds in mechanical, chemical, and/or environmental engineering. It can
also be used by professionals with similar training background. It focuses on the
basic concepts and engineering applications of technologies for the control of air
emissions resulted from fossil fuel combustion.

This book is divided into three parts. The general basic concepts introduced in
Part I are necessary to the understanding of air emission engineering topics in Parts
II and III. Part II presents the engineering applications of the principles introduced
in Part I. Part III covers some emerging topics related to air emission engineering
and they include carbon capture and storage, nanoaerosol, indoor air quality.

Following a brief introduction to air emission in Chap. 1, Chaps. 2–4 present the
general basic properties of gases and aerosol particles. They are necessary to
understand the formation and behavior of air emissions. Chapters 5 and 6 present
basic principles for the separation of unwanted gases and particulates from the
contaminated air. These are the principles for the related engineering applications in
Parts II and III such as syngas cleaning, carbon capture, and flue gas cleaning.

Part II of the book introduces the strategies for precombustion (Chaps. 7 and 8),
in-combustion (Chap. 9) and postcombustion (Chap. 10) air emission control, step
by step, from a process point of view. While air dispersion model (Chap. 11) is a
powerful tool for air quality assessment and impact prediction, air dispersion itself
is also a measure for air emission control by dilution.
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Part III includes special topics related to the scope of this book, but they do not
fit into the process introduced above. Chapter 12 is devoted to carbon sequestration
and storage, which are of increasing interest to the society. Although debates are
still ongoing, it is time to summarize the techniques that have been developed for
CO2 capture and storage. There may be some overlapping between this chapter and
the other parts of this book. Chapter 13 presents an emerging topic of air pollution,
nanosized air pollution. Nanomaterials are now widely used in many industries, for
example, improved combustion efficiency, environmental protection, health, and
solar panel fabrication. The unique properties of nanoaerosol and its implications on
monitoring and filtration technologies are covered. Indoor air quality is introduced
in Chap. 14. Indoor air quality is related extensively to air pollution. The sources of
indoor air pollutants are different from their outdoor counterparts, as are their
control techniques. The last chapter is about air quality and air emission monitoring
techniques. They are commonly needed in industrial practices, government stan-
dard enforcement, and research and development in a laboratory setting.

The seed from which this book has grown was the engineering lecture notes that
I have developed over the last 10 years. More teaching materials are available at this
link: http://tan.uwaterloo.ca/book.html. They include PowerPoint presentations,
extra assignment problems, and the solutions to the practice problems. They will be
updated without notice.

Many people have helped me in writing this book, and my sincere appreciation
goes to Dr. Dongqing Li (University of Waterloo), Dr. Mark Rood (University of
Illinois at Urbana-Champaign), Raheleh Givehchi, Jing Min, Ishpinder Kailey, and
all the undergraduate and graduate students who have commented on the
manuscripts.

It has been a pleasure working with the team at Springer in publishing this book.
My thanks are due to Anand Jayaprakash, Ramesh Premnath, Udhaya Kumar, and
those working behind the scenes.
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hfg Latent heat of vaporization of water (J/mol)
hfg Latent heat of vaporization of the liquid fuel (J/mol)
hof ;i Heat of formation of substance i (J/mol)
hs Total enthalpy of the supply air (J)
h(T) Molar enthalpy of a component at temperature T (J/mol)
H Cyclone height of inlet (m)
H Distance between two plates of ESP (m)
H Hamaker constant (J)
H Henry’s law constant (Depends)
H Length/height of the column (m)
H Plume center height (m)
H Total enthalpy (J)
Hc Critical height of a settling chamber (m)
Hij Hamaker constant (J)
HB Height of the building (m)
HHV Higher Heating Value (J/mol)
HTU Height of transfer unit (–)
I Electric current (A)
jx Number of molecule colliding with the wall per unit area per unit time (1/s

m2)
J Flux of mass flow per unit area (kg/s m2)
Jx Collision per unit time per unit area (1/m2)
k Boltzmann constant, 1.3807 × 10−23 (J/K)
k Chemical reaction coefficient corresponding to yss (mol/s)
k Karman constant = 0.4 (–)
k Permeability of the porous medium (m2)
k Permeability of a filter dust cake (m2)
k Rate constant of the reaction (Depends)
k Thermal conductivity of the liquid droplet at the surface (W/(m K))
kAmH Reaction rate constant of CO2 and the amine (m3/mol s)
kb Rate constant for the backward/reverse reaction (Depends)
kf Rate constant for the forward reaction (Depends)
k0g Amine liquid film mass transfer coefficient (m/s)
kP Mechanical constant of the particle (–)
ky Gas phase mass transfer coefficient (mol/m2 s)
kx Liquid phase mass transfer coefficient (mol/m2 s)
k1 Mass transfer coefficient (depends)
k2 Mass transfer coefficient (depends)
Kf Mechanical constant of the particle filter materials (–)
Kn Knudsen number (–)
KC Concentration based chemical equilibrium constant (Depends)

Nomenclature xxiii



KE Force constant of proportionality, 9 × 109 (Nm2/C2)
KP Partial pressure based equilibrium constant (Depends)
KP0 Partial pressure based equilibrium constant under a reference condition

(Depends)
K Aerosol coagulation coefficient (–)
Kx Mass transfer rate coefficient in adsorption (1/s)
Kx Overall mass transfer coefficient for the liquid phase (mol/m2 s)
Ky Overall mass transfer coefficient for the gas phase (mol/m2 s)
L Length of the ESP plates (m)
L Mole flow rate of the liquid (mol/s)
L Obukhov Length (m)
LB Cyclone body length (m)
LC Cyclone cone length (m)
�L Mole flow rate of the solute fee liquid (mol/s)
LHV Lower Heating Value (J/mol)
m Mass of a molecule (kg)
_m Air emission rate by mass (kg/s)
_m Mass flow rate of fluid (kg/s)
m0

i Molality (mol/kg)
ml Mass of the fuel droplet (kg)
mw Mass of water vapor in given air volume (kg)
mw,s Mass of water vapor required to saturate (kg)
_mv Liquid fuel droplet vaporization rate (kg/s)
M Molar weight (kg/kmol)
Meq Equilibrium concentration in adsorption (kg/kg)
Mmax Maximum loading potential of adsorbate that can be loaded to per mass of

adsorbent (kg/kg)
Mx Flux of momentum along x-direction (1/s m2)
n Mole amount of gases (mol, kmol)
n Number of ions (–)
n Number of molecules (–)
n Particle number concentration (1/m3)
n' Mole transfer of pollutant (mol/m2 s)
nc Number of molecule colliding with the wall (–)
N Number of aerosol particles (–)
N Cumulative number of particles deposited per unit area of surface (1/m2)
Ne Number of turns the gas flow makes before turning upward in a cyclone
Ni0 Ion concentration in the charging zone (1/m3)
Nvdw Van der Waals number (J m3/mol2)
NA Avogadro constant, 6.022 × 023 (1/mol)
NTU Number of transfer unit (–)
psat Saturation vapor partial pressure at the actual dry bulb temperature (Pa)
pw Vapor partial pressure (Pa)
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p(x) Probability function (–)
P Gas pressure (Pa)
P Potential energy (J)
Pi Partial pressure of gas i in the gas phase above the liquid (Pa)
Pp Penetration efficiency of particles (–)
Pn
o2 Partial pressure of the oxidizer (Pa)

Pv
0 The original vapor pressure (Pa)

Pe Peclet number (–)
Pem Modified Peclet number (–)
q Charge carried by particle (C)
_q Total sensible heat transfer rate (J)
Q Heat added to the system (J)
Q Volumetric gas flow rate (m3/s)
Qe Volumetric flow rate of exhaust air (m3/s)
Qe Air exits in the room at a volumetric flow rate (m3/s)
Qi Volumetric flow rate of internal air cleaning (m3/s)
Qo Volumetric flow rate of fresh air (m3/s)
Qr Volumetric flow rate of recirculating air (m3/s)
Qs Intake (supply) fresh air volumetric flow rate (m3/s)
Qsh Sheath air flow rate (m3/s)
r Radial position (m)
rA Reaction rate (mol/m3 s)
rs Radius of a droplet (m)
rs0 Initial droplet diameter (m)
rEGR EGR percentage (–)
r* Dimensionless distance from the center of the fiber (–)
r1 Inner radius of annular space (m)
r2 Outer radius of annular space (m)
R Interception parameter (m)
R Universal ideal gas constant, 8.314 (J/mol K)
R Overall resistance to mass transfer (m/s)
Rx Liquid phase resistance to mass transfer (m/s)
Ry Gas phase resistance to mass transfer (m/s)
R* Characteristic radius of two bodies in contact (m)
Re Reynolds number (–)
Rep Particle Reynolds number (–)
Rex Boundary layer Reynolds number at x (–)
RH Relative humidity (–)
S Internal source rate with respect to the air pollutant (Depends)
S Length of vortex finder of a cyclone (m)
_s Pollutant production rate in the room (kg/s)
sf Length of the uniform single fiber (m)
Sf Particle shape factor (–)
sz Atmosphere stability indicator (–)
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Stk Stokes number (–)
Stkm Modified Stokes number (–)
Stk* Critical Stokes number (–)
te The life time of fuel droplet (s)
tx Breakthrough time of an adsorption column (s)
T Temperature (K)
Ta Adiabatic flame temperature (K)
T0 Initial temperature (K)
T0 Reference temperature (K)
Ts Sutherland’s constant (K)
Ts Surface temperature of the fuel droplet (K)
Tv Vaporization temperature for the liquid fuel (K)
THP Total heat production of occupants (J/s)
TLV Threshold limit value of the air pollutant (Depends)
u Velocity (m/s)
ug Magnitude of the mean fluid velocity (m/s)
us Vapor speed leaving the surface of the fuel droplet (m/s)
u∞ Air speed of the free steam (m/s)
u* Friction speed (m/s)
u10 Wind speed at 10 m above the ground (m/s)
�ug Mean gas speed (m/s)
uθ Transverse/tangential speed (m/s)
U Gas velocity (m/s)
U0 Air speed approaching the filter fiber (m/s)
U0 Free air stream velocity (m/s)
Us Sampling velocity (m/s)
U∞ Air velocity approaching the filter (not the fiber) (m/s)
v Speed of the air parcel (m/s)
v Gas specific volume (m3/kg)
v Velocity on the streamline (m/s)
vf Average air velocity in the focusing orifice exit plane (m/s)
vr Radial speed of the particle (m/s)
vs Stack emission speed (m/s)
vTS Terminal settling velocity (m/s)
v0 Initial velocity of particle in the still air (m/s)
vcr Particle critical velocity (m/s)
�vim Mean impact velocity in thermal rebound (m/s)
vim Impact velocity in thermal rebound (m/s)
vθ Transverse/tangential speed (m/s)
V Total reactor volume (m3)
V Volume of the indoor pace (m3)
V Volume of gas (m3)
V Volume of the air parcel (m3)
V Voltage of ESP (V)
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Vaz Adsorption wave propagation speed (m/s)
VE Terminal precipitating velocity of ESP (m/s)
�V Average voltage on the inner collector rod (V)
w Water vapor mass fraction in the air (kg vapor/kg air)
w Humidity ratio of air (–)
w Specific humidity of air (–)
we Moisture content of the air exiting the room (–)
ws Moisture content of the supply air (–)
_w Moisture production rate in the room (kg/s)
W Weight of the adsorbent packed (kg)
W Work done by the system on the surroundings (J)
x Mole ratio in the bulk liquid phase (–)
xc Critical distance for maximum plume rise (m)
xi The equilibrium concentration of gas i in the liquid phase (mol/m3)
xF Remaining mass fraction of the solid fuel (–)
x* Hypothetical mole fraction corresponding to x in the bulk fluid (–)
X Mole ratio of pollutant to the corresponding liquid (–)
X* Hypothetical or equilibrium mole ratio in gas (–)
y Mole fraction of the target gas at gas–liquid interface (–)
yi Mole fraction at the interface in gas phase (–)
yss Mole fraction of the target gas in the bulk liquid at steady state (–)
y* Hypothetical mole fraction corresponding to y in the bulk fluid (–)
Y Mole ratio of pollutant to the corresponding gas (–)
Y Hydrodynamic factor (–)
Y* Composite Young’s modulus (N/m2)
Y* Hypothetical or equilibrium mole ratio in gas (–)
z Elevation (m)
z0 Surface roughness height (m)
Ze Mobility of the ions (m2/V s)
zmix Mixing height in atmosphere (m)
Ze Equilibrium distance between the particle and another surface (0.4 nm) (m)
Zp Electrical mobility of a particle (m2/V s)
Z�
p Optimum electrical mobility of a particle (m2/V s)

α Solidification of a filter (–)
δ Boundary layer thickness (m)
δ Width of the adsorption wave (m)
δAB Jump distance in analyzing the aerosol coagulation (m)
Δh Plume rise (m)
Δhm Maximum plume rise (m)
ΔHR Enthalpy of reaction (J/mol)
Δt Time difference (s)
ΔP Pressure drop across the filter (a positive number) (Pa)
ΔU Internal energy in the system (J)
Δx Thickness of the porous media (m)
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Δγ Specific adhesion energy (J/m2)
εr Relative permittivity of the fiber (–)
εr Relative permittivity or dielectric constant of the particle with respect to

vacuum (–)
ε0 Permittivity of a vacuum, 8.854 × 10−12 (C/V m)
ηad Particle adhesion efficiency (–)
ηD Single fiber efficiency by diffusion (–)
ηip Single fiber efficiency by impaction (–)
ηit Single fiber filtration by interception (–)
ηs Sampling efficiency (–)
ηsG Single granule efficiency (–)
ηsf Total efficiency of a single fiber (–)
ηts Particle transport efficiency (–)
ηp Separation efficiency for particles (–)
ηx Breakthrough efficiency in adsorption (–)
θ Angle (rad)
λ Mean free path of gas (m)
μ Kinetic (Dynamic) viscosity (Pa s, N s/m2)
ρ Density (kg/m3)
ρa Density of the surrounding air (kg/m3)
ρb Bulk density of the adsorbent (kg/m3)
ρ0 Ground level air density (kg/m3)
ρp Density of the air parcel (kg/m3)
ρp Particle density (kg/m3)
ρr Reaction rate ratio (–)
σg Geometric standard deviation (–)
σy Dispersion coefficient in the transverse (y) direction (m)
σz Dispersion coefficient in the vertical (z) direction (m)
τ Characteristic time for aerodynamic particle settling (s)
τ Half-value time in aerosol coagulation (s)
τ Shear stress (N/m2)
τ0 The ground level (surface) shear stress (m)
U Equivalence ratio in combustion (–)
U Latitude where the air is of concern (–)
Ø(u) Cumulative probability function (–)
Ω Angular speed of the earth, 7.25 × 10−5 rad/s
[i] Mole concentration (mol/m3)
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Chapter 1
Air Emissions

1.1 Air

Air surrounds planet Earth and is held in place by gravity. Typical standard air is
defined as dry air at sea level, where the temperature and pressure are 15 °C and
101,325 Pa, respectively. The composition of standard air is given in Table 1.1 [4].
By mole or volume, standard air contains 78.08 % nitrogen, 20.95 % oxygen,
0.93 % argon, 0.0314 % carbon dioxide, and trace amounts of other gases. These
ratios change very little with location or time. Most of the time, however, atmo-
spheric air is not dry, and there is a moisture content of about 1 %. The moisture
content of the air presents in form of water vapor or liquid droplets or ice crystals.

1.2 Air Pollution and Greenhouse Gases

Air emissions include air pollution emissions and greenhouse gas (GHG) emissions.
Air pollution emissions, which are commonly referred to as air pollutants, are
species in the air that cause acute or chronic human health problems and negative
environmental impacts. GHGs are not toxic unless at extremely high concentrations,
but their higher-than-normal concentrations in the atmosphere may have resulted in
global warming and climate change with possible catastrophic consequences on
planet Earth.

Air pollution occurs when unwanted materials are added to the air, especially in
abundance, resulting in effects on the environment and health. In principle, these
unwanted materials may be anything in any phase, such as carbon dioxide (CO2),
liquid droplets, and solid dust particles. A material is labeled as an air pollutant only
when it is against the interest of human beings. For example, sulfur dioxide (SO2) is
considered as an air pollutant due to its negative impact on the environment and
human health, which will be elaborated on shortly.
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In another example, if there is over 78 % of nitrogen in the air, it is not
considered as an air pollutant, because it does not impose any noticeable negative
effect on human beings or the environment. On the other hand, although CO2 has
been a component of clean dry air (Table 1.1) before human history, it was not
labeled as an GHG emission until recently, when scientists observed a strong
correlation between the increased level of atmospheric CO2 and global warming (or
climate change), which could eventually eliminate the existence of human beings
on this planet.

1.2.1 Air Pollution

Air emissions have natural or anthropogenic origins; however, this book focuses
primarily on the latter, which include industrial activities and the burning of fossil
fuels. These constituents of pollution have the potential to affect the majority of
people in a region.

Air pollutants comprise primary and secondary air pollutants. Primary air pol-
lutants are emitted directly from sources. They include, but are not limited to,
particulate matter (PM), sulfur dioxide (SO2), nitric oxides (NOx), hydrocarbon
(HC), volatile organic compounds (VOCs), carbon monoxide (CO), and ammonia
(NH3). Secondary air pollutants are produced by the chemical reactions of two or
more primary pollutants or by reactions with normal atmospheric constituents.
Examples of secondary air pollutants are ground level ozone, formaldehyde, smog,
and acid mist.

Particulate matter is a mixture of solid particles and liquid droplets suspended in
the air. In this book, particulate matter is interchangeable with aerosol, which is a
suspension of solid or liquid particles in a gas. It is a two-phase system consisting of

Table 1.1 Pure dry air at sea
level

Gas Symbol Percent by volume (%)

Nitrogen N2 78.084

Oxygen O2 20.9476

Argon Ar 0.934

Carbon dioxide CO2 0.0314

Neon Ne 0.001818

Methane CH4 0.0002

Helium He 0.000524

Krypton Kr 0.000114

Hydrogen H2 0.00005

Xenon Xe 0.0000087
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particles and the gas in which they are suspended. Particulate matter can be both
primary pollutants and secondary pollutants that are sent directly into the atmo-
sphere in the form of windblown dust and soil, sea salt spray, pollen, and spores.
Other examples of PM are smoke, fumes, and haze.

For particulate matter where particle diameters are smaller than x micrometers, it
is defined as PMx. Commonly used terms are PM10 and PM2.5. Sometimes, par-
ticulate matter and aerosol is exchangeable. Monodisperse aerosols, in which all
particles have the same size, can be produced in laboratory for use as test aerosols.
In practice, engineers deal with polydisperse aerosols (i.e. suspended particles are in
a wide range of sizes), and statistical measures should be used to characterize
particle sizes. Aerosol Technology by William Hinds (2006) is one of the reference
books for this subject.

Air pollutants other than PM present primarily as gases. Volatile organic com-
pounds (VOCs) are chemicals that contain carbon and/or hydrogen and evaporate
easily. VOCs are the main air emissions from the oil and gas industry, as well as
indoor consumer products and construction materials, such as new fabrics, wood,
and paints. VOCs have been found to be a major contributing factor to ground-level
ozone, a common air pollutant, and a proven public health hazard. Sulfur dioxide
(SO2) and nitric oxides (NOx) are two major gaseous air pollutants generated
through combustion processes. Carbon monoxide (CO) and hydrocarbon (HC) are
generated from incomplete combustion and are converted into CO2 through a
complete combustion process.

Secondary air pollutants are those formed through complex physical and/or
chemical reactions, e.g., coagulation and condensation or photochemical reactions,
respectively, e.g.:

SO2 þ NH3 þ VOCs ! Aerosol ð1:1Þ

Atmospheric physics and chemistry are so complicated that they are still not well
understood. Most gaseous air emissions such as NOx, SO2, HC, VOCs, and
ammonia (NH3) are converted into PM. Readers are recommended to read Atmo-
spheric Chemistry and Physics by Seinfeld and Pandis [20] for in-depth knowledge
on this subject.

Air pollution is an evolving subject and inevitable, as the demand for energy
increases. Air pollution really flourished with the Industrial Revolution and con-
tinues to grow with the human appetite for comfort and speed.

At first, the study of air pollution focused on recurring episodes of high levels of
air pollution in areas surrounding industrial facilities, such as coal burning power
plants and chemical refineries. These pollution episodes were accompanied by acute
human sickness and the exacerbation of chronic illness. After the mid-twentieth
century, when industrialized nations’ economies recovered rapidly from World War
II, many urban regions without heavy industrial facilities also began to experience
high levels of photochemical smog and nitrogen oxides.
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The twentieth century marked the beginning of the understanding that human
activity was having deleterious effects upon the natural world, including human
health and welfare. These effects included increasing pollution of air, water, and
land by the byproducts of industrial activity, and the permanent loss of natural
species of plants and animals through changes in laboratory settings, water usage,
and human predations.

The topic of indoor air quality (IAQ) has become popular, due to the awareness
of asthma and allergies triggered by indoor air pollutants such as mold. IAQ
awareness also increased with the involvement of the United States Environmental
Protection Agency. The energy crisis in the 1970s resulted in tighter building
envelope, sealing, and insufficient ventilation. Most existing heating, ventilation,
and air conditioning (HVAC) systems were designed for temperature control
without consideration of air pollutant accumulations. As a result, IAQ degraded,
and problems arose. Recent findings have demonstrated that indoor air is often
more polluted than outdoor air in many developed countries (except for regions like
Beijing, China, where outdoor air is extremely polluted), thereby causing a greater
health concern as current lifestyles demand more time indoors.

The later twentieth and early twenty-first centuries saw a boom in nanotech-
nology. Nanotechnology has been tested for air quality remediation in such areas as
noncatalytic combustion and photocatalytic oxidation of volatile organic com-
pounds (VOCs). On the other hand, the environmental effects of nanotechnology
are not well understood; and, concerns have recently begun to increase. The world
is not ready for nanotechnology because “the future is coming sooner than it is
expected” [15]. The effect of nanotechnology to air quality is still waiting for
systematic studies to confirm its environmental effects. Scientific evidence is nee-
ded before definitive conclusions can be made.

1.2.2 Greenhouse Gases

Greenhouse gases (GHGs) include CO2, methane (CH4), hydrofluorocarbons
(HFCs), perfluorinated compounds (PFCs), and others. Most of them have been
produced by natural sources and present in the atmosphere for a long, long time. It
is only recently that extra anthropogenic GHGs may have contributed to global
climate change and extreme weather.

CO2 emissions are sometime referred to carbon emissions and are largely due to
the combustion of fuels in electric power generation, engines, building heating, and
industrial plants. In addition to oil and gas industry, CH4 emissions can also be
produced by the biological degradation of biomass from agricultural activities and
landfills. Industrial processes produce HFCs and PFCs. Chapter 13 discusses the
capture and storage of CO2.
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1.3 Effects of Air Pollution and GHGs

Clean air is essential to humans and other living beings on Earth. One can survive
without water for 2 days or food for 2 weeks, but very few can survive a few
minutes without air. On a daily base, an average adult consumes 2 kg of water [25],
1 kg of food and 20 kg of air. However, polluted air impacts public health when the
pollutant concentrations are high enough. Polluted air also affects the environment
by lowering its visibility and damaging the other species and materials on the
planet. Excessive GHGs in the atmosphere affect Earth’s energy balance and,
consequently, the climate and weather. The effects of air pollution and GHGs are
introduced in the following subsections.

1.3.1 Health Effects of Air Pollution

Poor air quality is responsible for one out of eight global deaths [31]. Air pollution
has become the single largest environment and health challenge to society. Air
pollution has a direct negative effect on human health. Acute air pollution episodes
can result in cardiac and respiratory diseases, bronchitis, pneumonia, and some-
times death. Historically, these conditions occurred in many places, including
Muese River Valley, Belgium (1930), Donora, Pennsylvania, USA (1948), London,
England (1952, 1962), New York City (1953) and Bhopal, Indian (1984). It is still
happening: for example, the most recent outbreak of smog in many Chinese cities,
which were responsible for the deaths of 1.2 million/year in China.

Air pollutants enter the human body (or that of any creature) mainly through
the respiratory system, although they can also be ingested or absorbed through the
pores of skin. Part of the inhaled air pollutants can be exhaled, but most reach the
lungs, with some penetrating through the lungs and entering the circulation system.
These contaminants can be then transported all over the body, with some chemical
reactions forming new chemicals.

Toxic chemicals can interfere with normal body functions, resulting in many
health problems. Some of these effects are acute, including eye irritation, head-
aches, and nausea, while others may be chronic and irreversible, such as organ
damage, birth defects, heart disease, cancer, and even death.

Aerosol particles are deposited into the respiratory system at different locations
according to particle sizes. Particles larger than 15 μm (in diameter, which is this
book’s default unless stated otherwise) are captured by small nasal hairs or mucus
membranes. Particles smaller than 10 μm are trapped in the cilia, which are the
body’s last line of defense in the bronchioles before reaching the alveoli. The lower
respiratory system is composed of the bronchi, bronchioles, and alveoli, where most
pollutant exchange occurs. Alveoli contain millions of tiny air sacs. Most particles
between 1 μm and 100 nm (=0.1 μm) settle in the alveoli. Alveolar tissue holds the
particles in place for weeks to years. The toxins and chemicals adsorbed by the
particulates are then dissolved and transported to the circulation system of the body.
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As such, the potential chronic health effects of particulate matter are lung cancer,
pulmonary emphysema, bronchitis, asthma, and other respiratory infections [10]. In
addition, inhaled gaseous air pollutants may slow the action of the tiny cilia and
result in the deep embedment of more particles in lung tissue.

Although human beings have mechanisms to remove and clear particles from the
respiratory system, air pollutants can quickly overcome these natural defense
mechanisms. Once the chemicals carried by the air pollutants are absorbed into the
bloodstream, they can be transported to a distant organ or tissue to create a variety
of adverse effects. The respiratory effects result in skin and eye irritation, inflam-
mation, allergic reaction, cough, chest pain, bronchitis, pulmonary emphysema,
lung cancer, decreased respiratory efficiency, diminished pulmonary circulation,
and enlargement and weakening of the heart and blood vessels.

In the United States of America (USA), where air is relative clean on average,
lung dysfunction, which is a result of exposure to air pollutants, ranks among top 10
most important occupational diseases and injuries. Consequently, these effects can
result in the increase in medical costs and premature death. Individual reactions to
air pollutants depend on the type of pollutant a person is exposed to, the degree of
exposure, the individual’s health status and genetics. People staying in offices are
exposed to indoor air pollutants rather than those who work outdoors. Elevated
exposure to air pollutants correlates to increases in emergency room visits, hospital
admissions, and premature deaths.

Children and elders are more vulnerable to air pollution. Children are very
sensitive to the effects of air pollution, as they breathe more rapidly and inhale more
pollutants per body weight than adults do. Therefore, their lungs have a greater
chance of exposure to harmful air pollutants. Fine particles can harm lung devel-
opment and cause early childhood asthma. Polluted air may contribute to permanent
lung damage during the development periods of children’s lungs. Recent studies
also indicate that air pollutants have a larger impact on people who are already ill
than unhealthy ones.

The short-term health effects of air pollutants are quantified using an air quality
index (AQI) [14]. Computation of the AQI requires multiple air pollutant con-
centrations, often in terms of the presence of five common pollutants—sulfur
dioxide, nitrogen dioxide, carbon monoxide, suspended particulates, and ground-
level ozone [26]. The calculated AQI values are divided into ranges, and each range
is assigned a descriptor and a color code. A lower AQI value indicates better air
quality.

In the USA AQI, for example, there are six levels of AQI, Good (0–50),
Moderate (51–100), Unhealthy for Sensitive Groups (101–150), Unhealthy
(151–200), Very unhealthy (201–300), and Hazardous (>300).

• Good indicates that the air quality is considered satisfactory and poses little or
no risk.

• Moderate air quality is acceptable except for a very small number of individ-
uals, such as those who are sensitive to ozone. These people may experience
respiratory symptoms.
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• Unhealthy for sensitive groups indicates that the air quality is not acceptable
for those who are particularly sensitive to certain air pollutants. It is likely to
affect at levels lower than that of the general public: for example, children and
adults who are active outdoors and people with respiratory disease are at greater
risk from exposure to ozone. However, the general public is fine with the air.

• Unhealthy AQI values correspond to the air that the majority of the public may
begin to experience an adverse effect on health.

• Very unhealthy air triggers a health alert, meaning everyone may experience
serious health effects.

• Hazardous AQI values trigger health warnings of emergency conditions.

1.3.2 Environmental Impact

Air pollution affects not only air quality, but also indirectly the quality of
groundwater, land, vegetation, forest, and climate. Air pollutants contaminate the
clouds first and then return to Earth together with precipitation. These precipitations
carry air pollutants back to Earth and to any subjects with which they come in
contact, such as land, water, and vegetation. As introduced shortly, acid rain is an
excellent example of this case. Air pollutants, such as SO2 and NOx, cause direct
damage to leaves of plants and trees when they enter leaves’ stomata. Chronic
exposure of leaves and needles to air pollutants can also break down the waxy
coating that helps prevent excessive water loss and damage from diseases, pests,
drought, and frost. “In the Midwestern United States crop losses of wheat, corn,
soybeans, and peanuts from damage by ozone and acid deposition amount to about
$5 billion a year” [17].

1.3.2.1 Low Visibility

Low visibility is a direct and practical perception of poor air quality. Low visibility
occurs as a result of the scattering and absorption of light by air pollutants. Both
primary and secondary particulate air pollutants contribute to visibility impairment.
Humidity can worsen the low visibility by changing the fate and sizes of the
particulate matter: for example, sulfates accumulate water and grow in size,
becoming more effective in lowering the visibility.

Visibility is also reduced by ground-level ozone, which is a secondary air pol-
lutant formed during the reaction between NOx and VOCs. Sulfate and nitrate fine
particles can suspend in air for a long period of time; and, more importantly, they
give smog its yellowish-brown color and reduce the visibility. Particles falling on
public buildings and vegetation also affect their appearance.
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1.3.2.2 Acid Rain

There are wet forms of acidic pollutants found in rain, snow, fog, and cloud vapor.
Most acid rain forms when NOx and SO2 are converted through oxidation and
dissolution to nitric acid (HNO3) and sulfuric acid (H2SO4), respectively, and also
when ammonia gas (NH3) is converted into ammonium (NH4

+). Emissions of sulfur
and nitrogen oxides to the atmosphere have increased since the Industrial Revo-
lution and have recently become more prevalent in China, Eastern Europe, and
Russia, where sulfur-containing coal is the major energy source.

Acid rain was first discovered in 1852 and has been extensively studied since the
late 1960s [2, 19]. The most important gas that leads to acidification is sulfur
dioxide. Emissions of nitrogen oxides are also of increasing importance, due to their
contribution to ozone and nitric acid.

Acid rain has an adverse impact on ecology. It falls on forests, soils, and bodies of
freshwater, killing off insect and aquatic life forms. Acid rain can seriously damage
soil biology. While some microbes can quickly consume acids, others cannot tol-
erate much of it. The enzymes of the latter are changed by the acid and lose their
capabilities. In addition, acid rain also removes nutrients and minerals, which are
necessary to maintain a flourishing ecosystem. The depletion of minerals in the soil
can slow the growth of food crops, plants, and forests. When the pH values are
extremely low, the acid rain can cause a part of or an entire forest to die, mostly
because the trees are weakened and become susceptible to harsh environments.

Acid rain can also corrode building materials and historical monuments.
Sculptures commonly lose their sheen, because acid rain chemically reacts with the
calcium compounds in the stones.

1.3.3 Greenhouse Gas Effects

Under normal conditions, solar radiation reaches the surfaces of the Earth after
penetrating through its atmosphere. Some of the solar energy (heat) is absorbed,
reflected or reradiated within the Earth’s atmosphere. With the increases of
greenhouse gases (GHGs) in the atmosphere, long-wave infrared (IR) heat radiation
is reradiated and trapped within the Earth’s atmosphere, resulting in the warming of
the Earth’s surface. Readers are referred to heat transfer textbooks for in-depth
knowledge of solar radiation. Related courses are also offered to undergraduate
students in most engineering schools.

The stratosphere of the Earth contains a layer of ozone gas (O3) that normally
absorbs most of the harmful, shortwave ultraviolet radiation (UVB) from the sun,
protecting Earth’s living organisms. However, this protective shield has become
thinner and thinner. Recent data shows a trend of 3.4 % decrease per decade in the
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average total ozone over the northern hemisphere’s mid-latitudes since 1979. As the
ozone layer thins, more UVB radiation reaches the surface of the Earth, resulting in
global warming and climate change. Ozone depletion is also expected to lead to
increased skin cancer rates and suppression of the immune system. It also impacts
the ecosystem by slowing down the growth of certain food plants.

Scientists had linked several substances associated with human activities to
ozone depletion, including the use of chlorofluorocarbons (CFCs), halons, carbon
tetrachloride, and methyl chloroform. These chemicals are emitted from such
industrial processes as commercial air conditioners, refrigerators, and insulating
foam.

Climate change due to GHG emissions has become a prominent issue on the
global stage. Although there is a disagreement of the causes, it is doubtless that the
global climate is changing. The global temperature has a very close correlation with
the atmospheric CO2 concentration. Over the past century, the atmospheric CO2

concentration increased from *280 to 370 ppmv, with a rapid increase in last few
decades. The global temperature has risen by 0.5 °C during this time period [11].
This change rate is unmatched in the past 1,000 years, and 11 of the 12 years from
1995 to 2006 were the warmest years in the instrumental record of global tem-
perature since 1850. The temperature increase is widespread over the globe and is
greater in cold and remote areas. Climate change is believed to be caused by human
activity, primarily the burning of fossil fuels, resulting in a buildup of GHGs [13].

1.4 Roots of Air Pollution and GHGs

Air emissions originate from both natural and anthropogenic sources. Nature has
been producing many materials that are now being considered as air emissions. For
example, carbon monoxide (CO), sulfur dioxide (SO2), and ash particles are
abundant in volcanic emissions. Methane is naturally produced by the digestion of
food by animals and the degradation of biomass. Radon gas from radioactive decay
within the Earth’s crust, and wildfires generate smoke and CO. However, these
sources are not the major concern to society.

1.4.1 Anthropogenic Air Emissions

Anthropogenic sources are related to the production and combustion of different
fuels. Human activities are responsible for the increases in ground-level O3 and
GHGs in recent years. About 95 % of NOx (nitric oxides) from human activity come
from the burning of fossil fuels in power plants, engines, homes, and industries.

1.3 Effects of Air Pollution and GHGs 9



Air emissions are the byproducts of energy production and consumption; for
example, the combustion of methane in pure oxygen can be written in a simplified
form as

CH4 þ O2 ! CO2 þ H2Oþ Heat ð1:2Þ

The main objective of fuel combustion is heat, which is used for other engineering
applications. Unfortunately, CO2 is released as an air emission from the combustion
process, which is complicated and generates many pollutants. In reality, air instead
of pure oxygen (as shown in Eq. (1.2)) is used for fuel combustion. Moreover, fuels
are not purely carbon and hydrogen, and their compositions have to be analyzed
before the potential pollutants can be predicted. A power plant can be used as a more
realistic example. When burning coal to generate thermal energy to heat the water for
steam, primary air emissions including CO2, SO2, NOx, heavy metals, and partic-
ulates are produced and emitted from the stack into the atmosphere.

The emissions of air pollutants and GHGs from the stack depend on many
factors, including but are not limited to the properties of the fuel, the combustion
process, and downstream flue gas treatment devices. There is much more SO2 in
flue gas when high sulfur coal is used as the fuel instead of gasoline. Nonetheless,
commercial natural gas is much cleaner than other fossil fuels because of it is free of
ash and sulfur. Fossil energy consumption is the main source of air emissions. In
the United States, more than 80 % of the CO2 emissions are related to direct energy
consumption [26, 27].

1.4.2 Growing Population and Energy Consumption

From a global point of view, the growing population and the desire of human
beings in pursuit of high-speed transportation and comfortable lives are at the roots
of the air emissions. There has been a worldwide growth in population in both
developed and developing countries. However, the world population growth is
mainly attributed to that in developing countries. The twentieth century saw the
biggest increase in human population in history, due to medical advances and
massive increases in agricultural productivity. The United Nations [24] estimated
that the world’s population was growing at the rate of 1.14 % or about 75 million
people per year in 2012. By 2050, the world population is projected to be in the
range of 7.4–10.6 billion.

Global emissions of CO2, for example, also increased with the population [1],
rising from 21.2 to 26.9 billion metric tons. There were nearly no increases in North
American emissions, and a significant decrease occurred in Europe, whereas CO2

emissions from Asia have doubled.
The growing global population demands more energy consumption to maintain

the same level of lifestyle; and, for developing countries, the increasing population
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has a more significant effect as the life quality keeps improving. There is a mini-
mum amount of energy needed to sustain human life. Fuel energy is needed for
cooking in houses and restaurants, as well as in heating and/or cooling for houses
and buildings. Much more energy than the minimum is consumed in developed
countries, providing food, clothing, shelter, transportation, communications, light-
ing, materials, and numerous services for the entire population.

The end uses of energy consumption vary from nation to nation, and from sector
to sector. In developed countries, such as the US and Canada, more energy is used
for luxury. In 1995, the worldwide consumption rate was about 2 kW per capita, but
the US consumed about 13 kW per capita, with the global rate. If energy usage is
divided into four sectors—industrial, transportation, commercial services, and
residential—these categories were responsible for the consumption of 36, 37, 16,
and 21 %, respectively, of the total energy used (1996 data). Most recent data can
be found in the annual International Energy Outlook in the following section.

1.4.3 International Energy Outlook

Global energy demand has been growing despite the increase in oil and gas prices.
Worldwide energy consumption is projected to increase by 57 % from 2004 to 2030
[7]. Total energy demand in developing countries will rise by 95 %, compared to an
increase of 24 % in developed countries. Fossil fuels will remain the major energy
sources worldwide, with liquids remaining dominant due to their irreplaceable
importance in the transportation and industrial sectors. However, their share of the
world energy market in 2007s outlook is lessened in the projection, as other fuels
replace liquids where possible outside those sectors. Nuclear power and renewable
energy sources are expected to expand with the increases in fossil fuel prices
(Fig. 1.1). Figure 1.1 is produced using the original data of website by searching
“Key World Energy Statistics 2010” published by the International Energy Agency
[12].

Natural gas consumption will rise on average by 1.9 % per year from 2004 to
2030. The price of gas is expected to rise continuously as demand increases,
consequently making coal more cost-competitive, especially in electric power
generation. As a result, coal, which is a major combustion polluter, will be the
fastest growing energy source worldwide, producing even more air pollutants and
greenhouse gases.

Nuclear power generation in developing countries is projected to increase by
4 % per year from 2004 to 2030, but will remain a small portion compared to other
energy sources. Unconventional resources, such as biofuels and liquefied coal or
gas, are expected to become increasingly competitive. Renewable energy sources
are expected to continue to increase annually and become more competitive eco-
nomically with higher fossil fuel prices and support from government incentives.
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1.4.4 Global Air Emissions

Before the 1980s, air pollution was mainly a local concern; and, strict national
industrial controls in developed countries led to a significant reduction in air
emissions and improved the air quality in urban areas. For example, the US Clean
Air Act of 1970 was passed to address the increasing concerns of air pollution.
Similar changes took place throughout the industrialized world at that time, and the
ambient air quality has improved locally in developed countries. In a modern world,
air emissions should be considered from a global perspective. While some people
enjoy the comfort and speed of modern conveniences and luxuries provided by
energy consumption, others are suffering from the resulting air emissions, with or
without intention. There is no doubt that fossil fuel is and will remain the dominant
source of global energy in the coming decades. The demand of fossil fuels is still
growing, as is the output of air emissions.

Global air pollution continues to worsen due to the population growth and scant
environmental restrictions in many nations. The situation is worse in the developing
countries, especially for the emerging economies. Figure 1.2 shows the map of
global air pollution using PM2.5 as an indicator [28]. As seen in Fig. 1.2, recent
rapid unsustainable economic development has also resulted in considerable air
pollution in China. Many Chinese cities often seem wrapped in toxic gray shrouds,
and visibility is extremely low most of the time. Ninety-nine percent of the city
dwellers in China breathe air that is considered to be polluted by the European
Union [16].

Fig. 1.1 US energy historical use and projection by fuel type (1949–2040)
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Air pollution can be persistent, and many air pollutants travel with atmospheric
turbulence and can thus affect areas far-remote from the source of the pollution. For
example, the air pollution problems in China and India have affected not only their
nearby neighbors, but also locations on the other side of the globe. Emissions of
SO2 and NOx from China’s coal-fired power plants fall as acid rain onto the
territory of neighboring countries. Dust storms originating in China can reach
the atmosphere of the United States. Some of the particulate pollution over
Los Angeles, USA is generated in Asian countries.

Atmospheric circulation describes the global air circulation, which can take
years to complete. Most of the motions of the atmosphere are actually horizontal as
a result of uneven heating of the Earth’s surface (most at the equator and least at the
poles), the Earth’s rotation (Coriolis force), and the influence of the ground and the
sea [20]. While it is not within the scope of this book, global air circulation is
the driving force for air pollutants emitted from a Chinese power plant to travel to
the opposite side of the globe.

As a result of globalization, developing countries become polluted before and
during their economy growth. Although the reasons behind it are subject to a
debate, the fact is that newly developed countries, such as China and India, are
much polluted as they grow. Differences among countries’ environmental standards
and the costs for remediation have caused the relocation of pollution-intensive
industries from strictly controlled countries to those with few or no standards by
creating “pollution havens” for developed countries. Air pollution in the United
States has decreased steadily since the 1970s, but the opposite is the case in
developing countries [6, 8].

Highly polluting manufacturing factories, such as chemicals, electronics, and
automobiles, have shifted from developed countries to developing countries,

Fig. 1.2 Global satellite-derived PM2.5 [28], reproduced with permission from environmental
health perspectives)
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partially due to less stringent emission control policies and weak implementation, in
addition to the low labor cost. Countries that have a particularly high demand for
environmental quality currently specialize in products that can be produced in an
environmentally friendly manner. However, these countries overlook the protocol
of other countries that manufacture products that produce pollution.

1.5 General Approaches to Air Emission Control

Currently, it is seemingly impossible to have a pollution-free environment without a
cost. It is only reasonable to control the air quality to a certain level at an appro-
priate cost. To achieve this goal, all governments, industries, and the public have to
work together and share the cost, more or less. The government’s role is the making
and enforcing of laws and regulations based on local affordability and implemen-
tation ability. Regulations change over time and at different locations, but they
should be cost-effective and enforceable. It is meaningless to set a standard so high
that cannot be met.

1.5.1 Air Emission and Air Quality Standards

Government agencies approach air pollution control by developing and enforcing
air emission standards and air quality standards. Air emission taxes and cost–benefit
standards are relatively newer approaches that are not yet well implemented and, as
such, are excluded from this book.

In most regions, standards are implemented by using a combination of both air
emission and air quality standards. In practice, air quality standards set up by
governments define “clean air.” Each standard is set by government agencies, and
implementation protocols are also provided. Air emission and air quality standards
are widely accepted and used in many countries and are elaborated in the following
subsections. These standards are first introduced here. Chap. 15 covers the technical
knowledge for the implementation of these standards, which require air quality
monitoring and air emission monitoring.

1.5.1.1 Air Emission Standards

An air emission standard sets some maximum levels of air emissions from a facility.
If emissions from all facilities meet the standards, it enables the lowest level of air
emissions into the atmosphere and the best air quality possible. Air emission
standards developed by government agencies (such as the US Environmental
Protection Agency and Environment Canada) set the upper limits of air emissions
from a source and also include the methodologies of meeting these standards.
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One approach to the lowest emission level is the employment of the best
technologies currently available to keep the equipment in a good operating con-
dition. The corresponding regulations (or standards) have to specify the “best
technology” equipment. Since the best technology currently available allows for the
lowest emissions currently possible, the corresponding standard does not have to
specify the emission rate from a facility or equipment installed with such devices.
This “best technology” approach is a good application where accurate emission
monitoring is challenging. For example, US state regulations for large underground
storage tanks (UST) require the operators to install the best floating roofs available
and the equipment has to be well maintained. Another example is the prohibition of
manure spread in many local municipalities to minimize the odor dispersion to local
communities. It is sometimes economically challenging for industry to keep up with
advances in technology. Replacement of the entire air pollution control system of a
power plant is not as easy as changing the diesel particulate filter under a truck.

Another approach to air emission standards does not require an operator to
install the best technology; it is up to the operator to decide. The regulations set the
maximum air emission rates for different air pollutants.

It is simple, but expensive, to implement air emission standards. In these stan-
dards, permitted emission rates and the standard test procedures are clearly
described. Any trained professional can follow the standard procedure to determine
whether the standards are met at a facility. As the best technology approach is
generally expensive, it may not be always necessary to implement this standard for
facilities in remote areas with low populations.

The flexibility of air emission standards is poor. It is impractical to shut down a
utility plant that supplies electricity or heat to a large community, even if it cannot
meet the local air emission standard. In this case, it is obvious that air emission
standards may fail to control air pollution. Compared to air emission standards, air
quality standards are much more flexible in addressing this political challenge.

1.5.1.2 Air Quality Standards

Air quality standards are developed based on extensive scientific study on and
validation of the threshold values of the air pollutants. Due to the nature of scientific
research, statistical errors are allowed. One well-known example of air quality
standards is the US National Ambient Air Quality Standards (NAAQS), which have
established limitations on air pollutants considered harmful to public health and the
environment (with details available at http://www.epa.gov/air/criteria.html). These
standards vary with location, time, and sector and they are subject to regular
reviews and revisions, as needed.

Not all air pollutants are regulated by air quality standards. The US Clean Air
Act requires the Environmental Protection Agency (EPA) to set National Ambient
Air Quality Standards for six criteria air pollutants:
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• ozone (O3)
• particulate matter (PM)
• carbon monoxide (CO)
• sulfur dioxide (SO2)
• nitric oxides (NOx)
• lead (Pb)

These air pollutants are found all over the world and may come from primary
and/or secondary sources. Of the six pollutants, particulate pollution and ground-
level ozone are the most widespread health threats.

The US EPA calls these pollutants criteria air pollutants, because it regulates
them by developing human health and/or environmentally based criteria for setting
permissible levels. The set of limits based on human health is called primary
standards. Secondary standards are another set of limits intended to prevent envi-
ronmental and property damage. The primary standards are aimed at the protection
of the public’s health, and the secondary standards at welfare protection. The US
EPA has set threshold values for six principal pollutants as listed in Table 1.2.

To implement air quality standards, regulators also provide instructions to
quantify the air quality. If the measured pollutant concentrations are less than the
threshold values specified in the standards, the air quality is considered acceptable
in the near future and no action is needed. On the other hand, if the air quality does
not meet the standard, air emissions from some sources have to be reduced in order
to comply with the standards of concern. For example, during the 2008 Summer
Olympics in Beijing, China, air quality in Beijing improved much more than
expected, according to the government official media. Before the Games, it
implemented drastic measures to reduce air pollution by allowing only one-third of
Beijing’s 3.3 million cars on the road on alternate days under an even-odd license
plate system.

Air quality standards are flexible in that they offer governments different
approaches to improving the air quality in a region. They can, however, be complex
and sometimes difficult to enforce, unless there is only one single emission source
in a region. Air quality is usually not a problem in this type of regions, due to the
effective dispersion of the air. When the air quality standard is not met in populated
regions where there are different mobile and stationary sources, it can be difficult to
assign the responsibility, although sometimes it is obvious that automobiles and
large plants are at the root of the problem. To make it more challenging, the
atmosphere itself is responsible for the majority of secondary air pollutants, such as
ground-level ozone and smog, which are the products of many complicated
chemical reactions in the air. Lawyers are likely to make it even more complicated
if there is a court action.
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1.5.2 General Engineering Approaches to Air Emission
Control

Before we elaborate on the technical approaches to air emission control, let us first
take a look at the fate of air emissions from man-made combustion sources. As
shown in Fig. 1.3, a fuel enters a combustion device (furnace or engine) and is
oxidized and converted into different gases and particulates flue gas traveling
through the duct and being discharged through the stack or tail pipe into the
atmosphere. Chemical reactions continue, although at a much slower pace than that
in the combustion device. These primary air pollutants are either partially or com-
pletely, depending on time, converted into secondary air pollutants. Both primary

Table 1.2 National Ambient Air Quality Standards (NAAQS) for six principal pollutants

Pollutant Primary/
secondary

Averaging
time

Level Form

Carbon monoxide Primary 8 h 9 ppm Not to be exceeded
more than once per year1 h 35 ppm

Lead Primary
and
secondary

Rolling
3 month
average

0.15 μg/m3 Not to be exceeded

Nitrogen dioxide Primary 1 h 100 ppb 98th percentile, aver-
aged over 3 years

Primary
and
secondary

Annual 53 ppb Annual mean

Ozone Primary
and
secondary

8 h 0.075 ppm Annual fourth-highest
8-hr daily maximum
concentration, averaged
over 3 years

Particulate
matter

PM2.5 Primary Annual 12 μg/m3 Annual mean, averaged
over 3 years

Secondary Annual 15 μg/m3 Annual mean, averaged
over 3 years

Primary
and
secondary

24 h 35 μg/m3 98th percentile, aver-
aged over 3 years

PM10 Primary
and
secondary

24 h 150 μg/m3 Not to be exceeded
more than once per year
on average over 3 years

Sulfur dioxide Primary 1 h 75 ppb 99 % percentile of 1-hr
daily maximum
concentrations,
averaged over 3 years

Secondary 3 h 0.5 ppm Not to be exceeded
more than once per year

Source http://www.epa.gov/air/criteria.html (accessed June 2014)
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and secondary air pollutants may enter built environments through building enve-
lopes and/or ventilation systems, and there is also an exchange between indoor and
outdoor environments.

According to the fate of the air emissions, technical approaches to effective air
emission control can be classified by contaminant species, if a specific compound is
tracked from its birth in combustion to air dispersion in the atmosphere. Alterna-
tively, they can also be classified by the point of control, as in

• Pre-combustion approaches,
• In-combustion approaches, and
• Post-combustion approaches.

In this book, we follow the latter classification (pre-combustion, in-combustion,
and post-combustion approaches), which is based on the location of air emission
control approaches with each compound at the second level. Pre-combustion
approaches are the most cost-effective, because elements that may be converted into
air pollutants in a combustion process are taken out of the fuels. Examples include
coal washing, crude oil refinery, and natural gas sweetening (more in-depth dis-
cussion later). Despite fuel cleaning prior to combustion, air emission forming
elements are still in the fuel.

In-combustion approaches include combustion process modification. For
example, lowering the combustion temperature can reduce the formation of nitric
oxides (NOx), while combustion at high temperature promotes complete combus-
tion and consequently reduce the formation of hydrogen carbon (HC) and carbon
monoxide. Injection of a calcium-based sorbent into the furnace can reduce the
downstream concentration of sulfur dioxide (SO2).

As a final attempt to capture air emissions, air pollutants and GHGs are separated
from the post-combustion gases, namely flue gas or engine exhaust, with air
cleaning devices. These air cleaning devices are usually designed for specific air
emission species. Air pollutants penetrating through these devices are discharged
into the atmosphere through the stacks of stationary facilities or the exhaust pipes of
engines.

The last step is called air dispersion. Effective air dispersion helps reduce the
immediate negative impact on local air quality; however, it does not reduce the total
amount of air pollutants or GHGs entering the atmosphere.

Fig. 1.3 Fate of combustion-related air emission control
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1.6 Scope and Structure of This Book

Air emissions are a subject that requires multidisciplinary backgrounds in engi-
neering, education, physics, chemistry, mathematics, medical science, psychology,
agriculture, architecture, business management, economics, politics, and so on. It is
difficult for any single book to address all aspects of air emissions.

This book is aimed at an advanced education for professionals, senior under-
graduate, and graduate students with educational backgrounds in mechanical,
chemical, and/or environmental engineering. It focuses on the scientific principles
and applications of technologies to control air emissions resulting from fossil fuel
combustion in stationary sources and internal combustion engines. The focus is on
science and technology, upon which many effective air emission control program
must be built. It does not purposely prescribe social, economic, and political factors
that lie outside the scope of this book.

Adequate descriptions of fundamental principles and their engineering applica-
tions in air emission control form the main body of this book. The structure of this
book generally tracks air emissions from their generation sources to their destina-
tion in the atmosphere and built environments. An air pollutant is generated from its
source of combustion, either stationary or mobile, and ends up in the atmosphere. In
between, there are multiple technical approaches to capture this air pollutant. These
technical approaches are designed based on the fundamental principles related to air
pollution control. Once air pollutants are emitted, they go through secondary
reactions in the atmosphere, which are beyond the scope of this book.

Following a brief introduction to air emission in this chapter, Chaps. 2 and 4
cover the basic properties of gaseous and particulate pollutants, respectively. The
combustion of fossil fuels produces pollutants that include oxides of carbon, sulfur
and nitrogen, particulate matter, toxic metals, vapors, and ash. Most air emission
control principles are applicable to a family of air pollutants rather than a single
type. For example, absorption can be used for not only clean fuel production by
cleaning the syngas, but also post-emission air cleaning. Sorption can be used for
the separation of many gaseous pollutants from the air instead of only SOx or
VOCs. A good understanding of their properties is helpful in the design and
evaluation of effective air emission control devices.

Chapter 3 gives a brief review of combustion chemistry and the formation of air
pollutants and GHGs during combustion. The author found that many graduate
students were not familiar with this subject, which is critical to a good under-
standing of air emissions. Effective in-combustion air emission control technologies
to be covered in Part 2 of this book are developed from the principles introduced in
this chapter. For example, NOx formation is very temperature sensitive and low
NOx burners are developed based on this principle.

The last step of air pollution control is separation of air pollutants from air. The
separations of gases and particulates follow different principles, which are intro-
duced in Chaps. 5 and 6, respectively. These are the principles for the corresponding
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engineering applications for pre-combustion fuel cleaning and post-combustion air
cleaning.

The general basic principles in Part 1 are necessary for the understanding of air
emission engineering topics in Parts 2 and 3. Part 2 of the book introduces the
strategies for pre-combustion (Chaps. 7 and 8), in-combustion (Chap. 9) and post-
combustion (Chap. 10) air pollution control, step by step, from a process point of
view. While air dispersion model is a powerful tool for air quality assessment and
impact prediction, air dispersion itself is a measure for air emission control by
dilution. It is elaborated in Chap. 11.

Part 3 includes special topics related to the scope of this book, but they do not
closely fit into the process introduced above. Chapter 12 is devoted to carbon
sequestration and storage, which are of increasing interest to society. Although
debates are still ongoing, it is time to summarize the techniques that have been
developed for GHG control, especially for CO2 capture and storage. There may be
some overlapping between this chapter and the other parts of this book.

Chapter 13 discusses an emerging topic of air pollution, nano air pollution.
Nanomaterials are now widely used in many industries, for example, improved
combustion efficiency, environmental protection, health, solar panel fabrication.
Once these nanoparticles enter the air, they may have to be separated for the pro-
tection of the environment and health. Engineering approaches to nano air pollution
control is the core emphasis of this chapter. Specifically, the properties of nano air
pollution and its implications on monitoring and filtration technologies are covered.

Indoor air quality is introduced in Chap. 14 as it is also an important emerging
topic. Indoor air quality is related extensively to air pollution. The direct sources are
different from their outdoor counterparts, as are their control techniques.

The last chapter is about air quality and air emission monitoring techniques.
They are commonly needed in industrial practices, government standard enforce-
ment and research and development in a laboratory setting.

1.7 Units and Dimensions

The International System of Units (SI) is used in this book unless stated otherwise.
Typical conversion factors are listed in Table A.3 in the Appendices. For example,
the dimension of length (e.g., particle diameter) and mass may take different units
and the conversions are as follows:

• 1 mm = 1000 micrometer (μm)
• 1 μm = 1000 (nm)
• 1 gram (g) = 1000 milligram (mg) = 1,000,000 microgram (μg)

Concentrations of air pollutants and GHGs can be presented in several dimen-
sions, including mass per volume, volume ratio and mass ratio. Mass per volume is
usually presented with units of kg/m3, mg/m3 or μg/m3; and, volume and mass
ratios are measured in units of parts per million (ppm) and percentages. At a low
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concentration, ppm is used more often than percentage to quantify the concentration
of an air pollutant or GHG in the air. One frequently encountered unit conversion is
between volume (or mass) percentage and ppmv (or ppmm):

x% ¼ 0:01� x� 106 ppm ¼ 10000x ðppm) ð1:3Þ

y ppm ¼ y
106

¼ y
104

% ð1:4Þ

Sometimes, it is necessary to specify the concentration by volume or mass.
Accordingly,ppmv and ppmm are used to express parts permillion by volume andmass,
respectively. The density of a species is needed in order to convert ppmv to ppmm:

x ðppmmÞ ¼ y ðppmvÞ qspieces
qmix

ð1:5Þ

The conversion between the volume concentration and the mass concentration as
determined by the density of the subject of concern can be explained using the
following example (Example 1.1).

Example 1.1: Unit conversion The National Ambient Air Quality Standard for
carbon monoxide (CO) is 35 ppmv measured over a one-hour averaging time. What
is the equivalent concentration in (a) percentage, (b) mg/m3 under standard con-
dition when its density is 1.145 kg/m3?

Solution 35 ppmv means that there is 35 m3 of CO in one million m3 of air.
Therefore,

(a) by volume percentage, 35 ppmv is 35
10000 % = 0.0035 %

(b) by mass concentration, 35 ppmv of CO in air becomes 1.145 kg/m3�
35=106 = 40.075 �10�6 kg/m3 = 40.075 mg/m3

Unless otherwise stated, the standard ambient condition is at a temperature of
25 °C and standard atmospheric pressure (1 atm or 1.013 � 105 Pa).

1.8 Practice Problems

1.8.1 Multiple Choice Problems

1. Which one of the following gases is NOT considered as a greenhouse gas

a. Carbon dioxide
b. Methane
c. Water vapor
d. Ammonia
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2. Which one of the following is NOT one of the criteria air pollutants set by US
National Ambient Air Quality Standards

a. Ozone
b. Carbon dioxide
c. Sulfur dioxide
d. Lead

3. Which air pollution control approach has the greatest simplicity with the least
flexibility?

a. Emission standards
b. Air quality standards
c. Emission taxes
d. Both b and c above

1.8.2 Calculations

1. The national ambient air quality standard for ozone is 0.08 ppmv measured over
an eight hour averaging time. What is the equivalent concentration in μg/m3 at
25 °C?

2. The primary air quality standard for sulphur dioxide (SO2) measured over 24 h
averaging time is 0.14 ppmv. What is the equivalent concentration in μg/m3 at
1 atm and 25 °C?

3. The primary air quality standard for nitrogen dioxide (NO2) as an annual
average is 100 μg/m3. What is the equivalent concentration in ppmv at 1 atm
and 25 °C?

4. The exhaust gas from automobile contains 8,000 ppmv of carbon monoxide
(CO).

a. What is the equivalent concentration in g/m3 at 1 atm and 25 °C?
b. What is the concentration in exhaust pipe in g/m3 if it is at 220 °C and

1.2 atm?

5. The exhaust gas from automobile contains 20 μg/m3 of lead.

a. What is the equivalent concentration in ppmm at 1 atm and 25 °C?
b. What is the concentration in exhaust pipe in μg/m3 if it is at 200 °C and

1.1 atm?

6. At 25 °C and 1 atm pressure the ozone concentration at a monitoring site is
180 μg/m3.

a. What is the equivalent concentration in ppmm at 1 atm and 25 °C?
b. Does this concentration exceeds the national ambient air quality standard of

0.08 ppmv (based on an 8 h average value)?

22 1 Air Emissions



7. The dust concentration in an urban area is increased to a level of 100 μg/m3 by
wind storm. What is the equivalent concentration in grains per cubic foot at
1 atm and 25 °C?

8. Dry air at 25 °C has 78 % N2, 21 % O2, and 1 % Rn by volume. What is the
concentration of each component in ppmv and μg/m3?

9. The inhalable particle (PM10) concentration in an industrial area is measured to
be 5 × 10−5 grains/ft3. What is the equivalent concentration in micrograms per
cubic meter at 1 atm and 25 °C?

10. What is the resulting concentration of carbon monoxide in ppmv when 100 mL
of carbon monoxide is mixed with 1,000,000 mL of air? Does this concen-
tration exceeds the national ambient air quality standard of 9 ppmv (based on an
8 h average value)?

11. The national ambient air quality standard for nitrogen dioxide (NO2) as an
annual average is 100 μg/m3. Assume that a person take in about 1 litre of air
with every breath. How many grams of nitrogen dioxide does a person take in
with every breath, if air contains 80 μg/m3 of nitrogen dioxide?

12. The national ambient air quality standard for sulphur dioxide (SO2) as an
annual average is 80 μg/m3. Assume that a person take in about 1 litre of air
with every breath. How many molecules of sulphur dioxide does a person take
in with every breath, if air contains 80 μg/m3 of sulphur dioxide?

13. Calculate the weight of a dust particle having 1.5 μm diameter in air at 25 °C
and 1 atm. Assume that density of particle is 1,000 kg/m3 density.
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Chapter 2
Basic Properties of Gases

The purpose of this chapter is to describe some basic properties of gases, which are
applicable to not only air but also gaseous air emissions.

The terms gas and vapor are both used to describe the gaseous state of a substance.
However, gas is primarily for a pure substance or mixture that exists in gaseous state
under normal conditions. Vapor is used to describe a substance that is in gaseous state,
which exists in liquid or solid state under normal conditions. A gas can be compressed
above the atmospheric pressure and even nontoxic gases can be lethal when their
concentrations are high enough to displace too much oxygen in the air. While too
much vapor will result in the phase change from gas to liquid by condensation.

Gaseous air emissions can be divided into organic and inorganic types. Organic
compound includes most chemicals based on a structure of carbon atoms. Organic air
emissions include such gases as methane, but the majorities are vapors under normal
conditions. Inorganic gaseous air emissions are primarily gases, except for mercury.

Despite the differences in gas and vapor, they also share some common prop-
erties. Therefore, within this text, gas is used to include vapor unless otherwise
stated.

2.1 Gas Kinetics

Kinetic theory is also known as kinetic molecular theory or collision theory. Kinetic
theory of gases attempts to explain macroscopic properties of gases, such as
pressure, temperature, or volume, by considering their microscopic compositions
and motion. In the kinetic theory of gases, the following assumptions are made

• Gas molecules are considered uniform spherical particles, each of which has a
mass but negligible volume compared to the gas container.

• The number of molecules is large and thus their behaviors can be analyzed
statistically.

• Gas molecules move rapidly, constantly, and randomly. The collision between
the molecules and the wall is considered perfectly elastic and instantaneous.

• The average distance between the gas molecules is large compared to their size.

© Springer Science+Business Media Singapore 2014
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2.1.1 Speeds of Gas Molecules

An understanding of the gas properties requires a good understanding of the
molecular velocities. In engineering dynamics analysis, we describe a particle
velocity with its magnitude and its direction. Similarly, a gas molecule velocity
vector ~c is described using its three directional components in a rectangular x-y-z
coordinate system as

~c ¼ cx̂iþ cŷjþ czk̂ ð2:1Þ

Maxwell-Boltzmann distribution is the most commonly used for molecular
speed distribution. The distribution of one-dimensional velocity �1\ ci \1 is

f cið Þ ¼ m
2pkT

� �3=2
exp �mc2i

2kT

� �
i ¼ x; y; z ð2:2Þ

This is a normal distribution with a mean of 0 and a variance of kT=m: It also
applies to the other two velocity components.

In engineering applications, total speeds of molecules are of more interest than
their components. The Maxwell-Boltzmann distribution describes the probability of
molecular speed [16].

f ðcÞ ¼ 4pc2
m

2pkT

� �3=2
exp �mc2

2kT

� �
ð2:3Þ

where the Boltzmann constant k ¼ 1:3807� 10�23 J/Kð Þ; c is the molecular
speed of a molecule, m is the mass of the molecule, and T is the temperature of the
gas.

In air pollution, we are interested in the distributions of the molecular
mean speed, root-mean-square speed and mean relative speed. As to be seen
shortly, they are useful parameters in molecular kinetics that lead us to microscopic
properties like pressure, viscosity, diffusivity, and so on. These speeds can be
computed from the Maxwell–Boltzmann distribution of molecular speed described
in Eq. (2.3).

The mean molecular speed (�c) is the mathematical average of the speed distri-
bution and it can be calculated by integration

�c ¼
Z1
0

cf cð Þdc ¼ 4p
m

2pkT

� �3=2Z1
0

c3 exp �mc2

2kT

� �� �
dc ð2:4Þ
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In order to complete the integration, we need to know that

Z1
0

x3 exp �ax2� 	
 �
dx ¼ 1

2a2
ð2:5Þ

For this specific problem, a ¼ �m=2kT , and the integration term can be deter-
mined as

Z1
0

c3 exp �mc2

2kT

� �� �
dc ¼ 1

2 �m=2kTð Þ2 ¼ 2
kT
m

� �2

ð2:6Þ

Substituting Eq. (2.6) into Eq. (2.4) leads to

�c ¼ 8kT
pm

� �1=2

ð2:7Þ

By similar approaches, we can get the root-mean-square speed (vrms), which is
the square root of the average squared speed:

crms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z1

0

c2f cð Þdc
s

¼
ffiffiffiffiffiffiffiffi
3kT
m

r
ð2:8Þ

Comparison between Eqs. (2.7) and (2.8) shows that crms [�c because crms

contains a factor of 3 and �c contains a factor of 8=p � 2:55. This is resulted from
the fact that greater speeds are weighted more heavily in the integration based on c2.

Average relative velocity is another molecular speed needed in our analysis that
follows. From engineering dynamics, we have learned that the relative velocity of
any two molecules A and B which behave like particles is

~cA=B ¼~cA �~cB ð2:9Þ

where ~cA=B is the velocity of molecule A relative to molecule B (m/s), and the
magnitude of the relative velocity is the square root of the scale product of itself:

�c2A=B ¼~cA=B �~cA=B ¼ ~cA �~cBð Þ � ~cA �~cBð Þ ¼~cA �~cA � 2~cA �~cB þ~cB �~cB
ð2:10Þ

Replacing the speeds in the above equation with the average speeds gives

�c2A=B ¼ ~cA �~cAð Þave�2 ~cA �~cBð Þaveþ ~cB �~cBð Þave ð2:11Þ
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Since A and B are randomly selected and they are independent on each other, the
term ~cA �~cBð Þave results in a quantity of zero. Meanwhile, since A and B are
randomly selected from the same population, where the molecules behave statis-
tically the same, we also have �cA ¼ �cB ¼ �c. Then Eq. (2.11) becomes

�c2A=B ¼ �c2A þ �c2B ¼ 2�c2 ð2:12Þ

The relation between the magnitudes of the average relative speed and mean
speed is

�cA=B ¼
ffiffiffi
2
p

�c ¼ 16kT
pm

� �1=2

: ð2:13Þ

2.1.2 Avogadro Constant and Molar Weight

A gas volume contains a large number of molecules, which are treated as particles,
in rapid motions. Mole amount is used to quantify the amount of molecules. In
1 mol of gas there are 6:022� 1023 molecules. This is described using the
Avogadro number or Avogadro constant

NA ¼ 6:022� 1023 ð1=molÞ ð2:14Þ

Any gas can be characterized with its molar weight, which is the mass of 1 mol
of the gas

M ¼ NAm ð2:15Þ

where m is the mass of a single molecule, and M is the molar weight of a gas with a
unit of g/mol or kg/kmol. Molar weights of typical gases with known molecular
formula can be determined by the corresponding number of atoms. For example, the
molar weight of O2 is 32 because there are two oxygen atoms in one oxygen
molecule and each of the atom weight is 16 g/mol.

2.1.3 Gas Pressure

The pressure of a gas is resulted from the force exerted by gas molecules on the
walls of the container due to the collision between the wall and molecules. Consider
a cubic container having N gas molecules and the length of the container is l.

The linear momentum before and after the impact is m~c1 and m~c2, respectively,
when a gas molecule collides with the wall of the container that is normal to the
x coordinate axis and bounces back in the opposite direction. From the principle of
impulse and linear momentum one has,
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m~c1 þ~FDt ¼ m~c2 ð2:16Þ

where the term ~FDt is the impulse during the collision [9]. Both force and velocity
are vector quantities defined by their magnitudes and directions. Along one of the
rectangular coordinates, say x direction as depicted in Fig. 2.1, the above equation
can be written in terms of magnitudes,

mc1x � FxDt ¼ �mc2x ð2:17Þ

Reorganize it and one gets,

FxDt ¼ m c1x þ c2xð Þ ð2:18Þ

Since the impact between the surface and the gas molecules is elastic, we have
c1x ¼ c2x ¼ cx and the above equation becomes

FxDt ¼ 2mcx ð2:19Þ

With a constant speed of cx, the molecule will impact on the same wall once
every 2l=cx time units (for a round trip), where l is the distance between two
opposite walls of the container. Then, the force on the wall produced by the same
molecule along x direction is:

Fx ¼ 2mcx
2l=cx

¼ mc2x
l

ð2:20Þ

mc1

mc2

impact

After 

Before

impact

Wall

x

F t

l

l

Δ

Fig. 2.1 Principle of impulse and linear momentum analysis on a single molecule
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Now, consider all the N molecules in the container. The total force acting on the
wall due to N molecules with the same mass of m is

F ¼ m
l

XN
i¼1

c2ix

 !
ð2:21Þ

Recall the assumptions of kinetic theory, there are a large number of molecules
moving randomly and constantly, therefore, Eq. (2.21) is applicable to any direc-
tions in the container. And the force on each wall can be considered same in
magnitude. Consider the force acting only on one wall and the magnitude of the
velocity can be calculated using

c2i ¼ c2ix þ c2iy þ c2iz ð2:22Þ

Since x, y, and z are randomly chosen and the molecular motion is random and
uniform along any direction, we get

c2ix ¼ c2iy ¼ c2iz ¼
1
3
c2i ð2:23Þ

Now, the total force exerted by the molecules on one wall described in Eq. (2.21)
can be expressed in terms of the total speed instead of a single component of the
velocity,

F ¼ m
3l

XN
i¼1

c2i

 !
ð2:24Þ

According to the definition of root-mean-square speed described in Eq. (2.8),

Nc2rms ¼
XN
i¼1

c2i ð2:25Þ

Then the total force on the wall of the container can be written as:

F ¼ Nmc2rms

3l
ð2:26Þ

The resultant pressure, which is force per unit area of the wall, of the gas can
then be written as

P ¼ F
A
¼ Nmc2rms

3lA
¼ Nm

3V
c2rms ð2:27Þ
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where A ¼ the area of the wall on which force is exerted, and V ¼ the volume of
the container. Since Nm stands for the total mass of the gas, then the density of the
gas is

q ¼ Nm=V ð2:28Þ

Equation (2.27) can be further rewritten as

P ¼ 1
3
qc2rms ð2:29Þ

This formula demonstrates the relationship between a macroscopic property
(pressure) and a microscopic property (the root-mean-square speed). For example,
the pressure of a gas is due to collisions between molecules and the wall.

2.1.4 Density and Specific Volume of a Gas

In an engineering practice, we hardly use or even care about the exact number of
molecules in a volume. Rather we use the mole amount of gases, which is denoted
as n and

n ¼ N=NA ¼ Nm=M ð2:30Þ

Then, the gas density is described as

q ¼ nNAm=V ¼ nM=V ð2:31Þ

The equation allows us to estimate the density of a gas with known molar weight
by comparing with another gas with known density.

A term related to density is specific volume, which is the inverse of density

v ¼ 1=q ð2:32Þ

It has a unit of volume per mass, for example, m3/kg.

2.1.5 Ideal Gas Law and Dalton’s Law

Air and typical gases of interest in air emissions are often considered as ideal gases.
The ideal gas law governs the relationship between the pressure P, the volume V,
and the temperature T of an ideal gas. It can be derived by continuing with the gas
molecular kinetics.
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Substituting Eq. (2.8) into Eq. (2.27) we can get, with Eq. (2.25 below),

PV ¼ nRT ð2:33Þ

With q ¼ Nm=V , Eq. (2.33) becomes

P ¼ qRT
M

ð2:34Þ

This is the so called ideal gas law, where n is the mole amount of the gas, and

R = the universal gas constant and R ¼ 8314 J
kmol K or 8:314 J

mol K:

Example 2.1: Gas density calculation
Estimate dry air density at 0 °C and 1 atm using Eq. (2.34)

Solution
From Eq. (2.34) we have

q ¼ PM
RT
¼ 101; 325 Pað Þ � 28:84ðkg=kmolÞ

8; 314J=ðkmol KÞ � 273K
¼ 1:29 kg=m3

The universal ideal gas constant is related to the Boltzmann constant k as,

R ¼ kNA ð2:35Þ

As such, the ideal gas law can be rewritten in terms of the Boltzmann constants

PV ¼ nNAkT ¼ NkT ð2:36Þ

where N ¼ nNAð Þ is the total number of molecules in the subject gas.
Dalton’s law is an empirical law that was observed by John Dalton in 1801 and it

is related to the ideal gas law. It is important to air emission studies in that gases in
air emission engineering are often mixtures of multiple compounds.

Consider a mixture of gases, the mole number n of a gas mixture equals to the
sum of the mole numbers of all its components.

n ¼
XN
i¼1

ni ð2:37Þ

and the mole fraction, denoted as yi, of any given species is

yi ¼ ni
n

and
XN
i¼1

yi ¼ 1 ð2:38Þ
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For ideal gases under some conditions, mole fraction of any species is equal to
its volume fraction. The molar weight of a mixture of ideal gases can be determined
from the mole fraction of each compound and the corresponding molar weight
using Eq. (2.39):

M ¼
XN
i¼1

yiMi ð2:39Þ

where Mi is the molar weight of each substance in the gas mixture.

Example 2.2: Molar weight of simplified air
Dry air can be approximated as a mixture of nitrogen and oxygen molecules where
oxygen takes 21 % by volume. The approximate molar weights of nitrogen and
oxygen molecules are 28 and 32 g/mol, respectively. Estimate the molar weight of
standard dry air.

Solution
Using Eq. (2.39) we can get

Mair ¼ yN2MN2 þ yO2MO2

¼ 0:79� 28þ 0:21� 32 ¼ 28:84ðkg/kmolÞ

Assuming the gases are nonreactive, each individual gas in the mixture is also
governed by the ideal gas law:

PiV ¼ niRT ð2:40Þ

where Pi is partial pressure of the gas compound i. Combining Eqs. (2.33) and
(2.40) gives,

Pi ¼ ni
n
P ¼ yiP ð2:41Þ

This relationship is also referred to as Dalton’s law. It states that the total
pressure of a mixture of nonreactive gases is equal to the sum of the partial pres-
sures of all individual gases.

The partial pressure of a gas in a mixture is an important property that affects
many engineering practices, for example, the solubility of a gas in liquid depends
on the partial pressure of the gas (see Sect. 2.3).

Example 2.3: Partial pressure of an ideal gas
Table 2.1 shows the compositions of pure dry air at sea level. Using the volume
percentage in this table, determine the partial pressures of nitrogen, oxygen,
methane, and carbon dioxide in Pascal at sea level where the atmospheric pressure
is 101.325 kPa.
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Solution

Gas Percent by volume (%) Mole ratio Partial pressure (Pa)

Nitrogen 78.084 0.78084 79,118.61

Oxygen 20.9476 0.209476 21,225.16

Carbon dioxide 0.0314 0.00314 318.16

Methane 0.0002 0.000002 0.203

Sometimes, we need to determine the amount of moisture or water vapor in the
air. It is useful in air emission monitoring, characterization of the air cleaning
efficiency, or simply quantification of indoor air quality. It can be expressed by
either specific humidity or relative humidity of the air. Specific humidity quantifies
the mass ratio of water molecules to dry air. The specific humidity, w, of air can be
calculated using

w ¼ mw

mair

¼ nwMw

nairMair

ð2:42Þ

Relative humidity of air is expressed as the ratio of the vapor partial pressure of
the air to the saturation vapor partial pressure of the air at the actual dry bulb
temperature.

RH ¼ Pw

Psat

ð2:43Þ

where Pw ¼ vapor partial pressure and Psat ¼ saturation vapor partial pressure at
the actual dry bulb temperature. They shall carry the same unit to make RH
dimensionless. Since vapor partial pressure is less than the saturation vapor partial
pressure, we have 0\RH\1. More practically, relative humidity can also be
expressed as the ratio of actual mass of water vapor in a given air volume to the
mass of water vapor required to saturate at this air.

RH ¼ mw

mw;s
ð2:44Þ

Table 2.1 Mean free paths
for ideal gases Pressure (atm) Temperature (K) Mean free path (m)

1 300 7 × 10−8

10−4 300 7 × 10−4

10−8 300 7
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where mw = mass of water vapor in the given air volume and mw,s = mass of water
vapor required to saturate at this volume

Example 2.4: Vapor pressure
Relative humidity of air in a typical cool summer day in Canada is about 40 % and
it is known that the saturation pressure at 21°C is 25 mbar. What is the corre-
sponding vapor pressure in the air.

Solution
From Eq (2.43), we have

Pw ¼ Psat � RH ¼ 25:0mbar � 40 % ¼ 10mbar

2.1.6 Kinetic Energy of Gas Molecules

Combining Eqs. (2.35) and (2.8) leads to the root-mean-square speed of an ideal gas
in terms of microscopic variables, molecular weight M and temperature T .

crms ¼ 3RT
Nam

� �1=2

¼ 3RT
M

� �1=2

ð2:45Þ

This equation can be used to determine crms of a known ideal gas at a certain
temperature. This formula shows that root-mean-square speed of a gas is propor-
tional to the square root of the temperature, so it increases with the increase in gas
temperature.

The molecular kinetic energy can be determined from root-mean-square speed.
Usually, it is quantified on a per mole base. The kinetic energy for 1 mol of ideal
gas can be calculated as,

ek ¼ 1
2
Namc2rms ¼

3
2
RT ð2:46Þ

This equation shows that the kinetic energy of an ideal gas depends only on its
temperature. This implies that the molar kinetic energy of different gases is the same
at the same temperature.

Example 2.5: Gas kinetic energy
Compute root-mean-square speeds and the kinetic energy of 1 mol of the following
gases H2, H2O vapor, air, and CO2 at standard temperature of 293 K.
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Solution
Step 1. Determine the molar weight of the gases

Gas or Vapor Molar weight (g/mol)

H2 2

H2O 18

Air 29

CO2 44

Step 2. Compute the root-mean-square speed of the gas molecules using Eq. (2.45)
and the kinetic energy of 1 mol of the gas using Eq. (2.46)

Gas or Vapor Molecular weight (g/mol) Equation (2.45)
crms (m/s)

Equation (2.46) (J/mol)

H2 2 1911.54 3654.0

H2O 18 637.18 3654.0

Air 29 501.99 3654.0

CO2 44 407.54 3654.0

It is apparent that the lighter molecules have the greater root-mean-square speeds
to maintain the equal kinetic energy at the same temperature.

2.1.7 Gas Mean Free Path

The mean free path of a gas is the average distance traveled by gas molecule
between the collisions. Gas mean free path affects the aerosol dynamics and con-
sequently air sampling and cleaning technologies. Gas mean free path may be
estimated from kinetic theory too.

Consider a gas with molecules with a uniform diameter of d. As shown in
Fig. 2.2, the effective cross section for collision is dc ¼ 2d, and the cross section
area can be calculated as A ¼ 4pd2.

Collide

Miss

d

Fig. 2.2 Collision diameter
of gas molecules
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The number of collisions this molecule experiences during the time interval of
Dt is determined by the number molecules colliding with the molecule in the swept
volume, DV , which is

DVCN ¼ pd2�cA=BDtCN ð2:47Þ

where CN is the number of molecules per unit volume of the gas (#=m3). The
relative velocity is used because other molecules are also traveling within the space;
it is described in Eq. (2.13):

�cA=B ¼
ffiffiffi
2
p

�c

The distance it travels in Dt is �cDt, then the mean free path, which is the distance
traveled divided by the number of collisions, can then be calculated as

k ¼ �cDt
pd2�cA=BDtCN

¼ 1ffiffiffi
2
p

pd2CN
ð2:48Þ

There is no need to correct the average speed in the numerator for the calculation
of distance traveled, which is supposed to be calculated using the average speed of
the molecules.

Assuming ideal gas, the number concentration of the gas molecules can be
calculated as

CN ¼ N
V
¼ nNa

V
¼ P

RT
Na ð2:49Þ

where N is the total number of molecules in the container with a volume V . There is
a simple relationship between the gas density and molecule number concentration
as

q ¼ CNm ð2:50Þ

With Eq. (2.49) and Eq. (2.50), Eq. (2.48) becomes

k ¼ RTffiffiffi
2
p

pNad2P
¼ Mffiffiffi

2
p

pNad2q
ð2:51Þ

Molar weight (M) and gas molecule diameter (d) are fixed for a gas at stable
state, therefore, the mean free path depends only on the density of the gas (q),
which depends on the pressure and temperature of the gas. For ambient conditions,
the mean free path increases with increasing temperature or decreasing pressure.
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Example 2.6: Air mean free path
For air, the molecule diameter is approximately 3:7� 10�10 m. Determine the mean
free path of air at sea level at 293 K. What is the value for air mean free path at an
elevation of 2,000 m by assuming same temperature?

Solution
Air density at the sea level is q0 ¼ 1:21 kg/m3. At the elevation of 2,000 m, air
density becomes q2000 ¼ 0:95 kg/m3. The corresponding mean free paths are cal-
culated using Eq. (2.51).

At sea level,

k0 ¼ 0:02884ffiffiffi
2
p

p� 6:0221� 1023 � 3:7� 10�10ð Þ2 �
1

1:21

¼ 0:066� 10�6 m ¼ 0:066 lm

At 2,000 m above the sea level,

k2000 ¼ 0:02884ffiffiffi
2
p

p� 6:0221� 1023 � 3:7� 10�10ð Þ2 �
1

0:95

¼ 0:083� 10�6 m ¼ 0:083 lm

Conversion between the mean free paths under different conditions was given by
Allen and Raabe [1], Cited by [14]

k
k0
¼ p0

p
T
T0

� �2 T0 þ Ts
T þ Ts

� �
ð2:52Þ

where the parameters with subscript of 0 is for the standard condition and those
without subscripts are for any other conditions. Examples of values of mean free
path for air are given in Table 2.1.

2.1.8 Number of Collisions with Wall/Surface

By applying the kinetic theory, one can also calculate the number of collisions on
the walls of a container. The quantitative analysis of the collision on the wall of the
container is important for the study of the kinetic molecular theory of transport
properties such as diffusion and viscosity.

Again, consider the scenario in Fig. 2.1, a cubic container with a wall area, A,
and assume elastic impact between the molecules and the wall. During a small time
interval of Dt; the distance that the molecule with the moving speed of cx travel is
Dx ¼ cxDt in the +x-direction if they do not collide with the wall. In another word,
the molecules will collide with the wall if they are within a distance Dx ¼ cxDt from
the wall.
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Assume one molecule collides with the wall only once during Dt; then the
number of collisions is the same as the number of molecules within the volume
formed by Dx and A. Then, the number of collisions is expressed as the corre-
sponding number of molecules that collide with the wall during Dt

nc ¼ CNcxADt ð2:53Þ

where CN is the number of molecules per unit volume of gas, which is defined in
Eq. (2.49). From this equation, we can get the number of molecules colliding with
the wall per unit area per unit time (1=s m2)

jx ¼ nc
ADt
¼ CNcx ð2:54Þ

Then, the total number of collisions considering the molecule speed distribution
is determined by integration, assuming constant molecule number concentration CN

at steady state,

Jx ¼
Z1
0

jxf cxð Þdcx ¼ CN

Z1
0

cxf cxð Þdcx ð2:55Þ

Using the Maxwell-Boltzmann distribution described in Eq. (2.2), the integration
part in Eq. (2.55) can be manipulated following

Z1
0

cxf cxð Þdcx ¼ 1
2

Z1
�1

cxj jf cxð Þdcx ¼ 1
2
�cx ð2:56Þ

where �cxj j is the average of the absolute value of cx. Then Eq. (2.55) becomes

Jx ¼ 1
2
CN�cx ð2:57Þ

A step further from the Boltzmann distribution, we can relate �cxj j with average
molecular speed that can be calculated from Eq. (2.2)

�cx ¼
Z1
0

cxf cxð Þdcx ¼
Z1
0

m
2pkT

� �3=2
exp �mc2x

2kT

� �
cxdcx ¼ 1

2
�c ð2:58Þ

Thus, the collision per unit time per unit area along x direction in terms of
average molecular speed is

Jx ¼ 1
4
CN�c ð2:59Þ
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Substitute Eq. (2.7) into this equation and we can get

Jx ¼ CN

ffiffiffiffiffiffiffiffiffi
kT
2pm

r
ð2:60Þ

Considering the relationship between gas density and the molecule number
concentration described in Eq. (2.50), the total number of collisions per unit time
per unit area can also be expressed in terms of gas density as

Jx ¼ q

ffiffiffiffiffiffiffiffiffiffiffi
kT

2pm2

r
: ð2:61Þ

2.1.9 Diffusivity of Gases

We can derive the diffusivity of a single gas by applying the preceding analysis of
molecule collision on a surface to an imaginary cubic container that is formed by a
distance of mean free path, 2k. We can apply finite element analysis from x� kð Þ to
xþ kð Þ. The concentration at x is CN . Assuming a constant gas concentration

gradient of dCN

dx from x� kð Þ to xþ kð Þ; the concentrations at xþ kð Þ and x� kð Þ
are CN þ dCN

dx k
� �

and CN � dCN

dx k
� �

, respectively.

Considerations of symmetry lead us to assert that the average number of particles
traveling in a given direction ð�x;�y or � zÞ will be one-sixth of the total, and
thus the mean rate at which molecules crosses a plane is N�c=6 per unit area in unit
time. N is the total number of molecules in the container. This differs slightly from
the exact result, although it is suitable for some simplified argument.

Statistically, 1/6 of the molecules at xþ kð Þ will move along �x direction.
According to the definition of mean free path, these molecules leaving the plane
xþ kð Þ along �x direction will reach plane x. Therefore, the number of molecules
leaving plane xþ kð Þ per second per unit area is

J x ¼ 1
6

CN þ dCN

dx
k

� �
�c

Similarly, the number of molecules per second per unit area leaving plane
x� kð Þ to plane x is

J!x ¼ 1
6

CN � dCN

dx
k

� �
�c
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Then, the net flux of molecules in the positive x direction (#/s m2) is

Jx ¼ J!x � J x ¼ � 1
3
dCN

dx
k�c ð2:62Þ

Comparing this equation with the Fick’s law of diffusion

Jx ¼ �D dCN

dx
ð2:63Þ

gives the diffusivity or diffusion coefficient of gas in m2/s:

D ¼ 1
3
k�c ð2:64Þ

Combining with Eqs. (2.7) and (2.51), we can get leads to

D ¼ 1
3

RTffiffiffi
2
p

pNad2P

ffiffiffiffiffiffiffiffi
8kT
pm

r
¼ 2

3p1:5d2
RT
PNa

ffiffiffiffiffiffi
RT
M

r
: ð2:65Þ

2.1.10 Viscosity of a Gas

Viscosity is a measure of the resistance of a fluid being deformed by either shear or
extensional stress. Viscosity in gases arises principally from the molecular diffusion
that transports momentum between layers of flow. The kinetic theory of gases
allows accurate prediction of the viscosity of a gas.

Similar to the analysis for diffusivity, consider a laminar flow of gas above a
horizontal plate. We can apply finite element analysis from x� kð Þ to xþ kð Þ. The
concentration at x is CN . Assuming a constant gas velocity gradient of dudx from

x� kð Þ to xþ kð Þ; the velocities at xþ kð Þ and x� kð Þ are uþ du
dx k

� �
and

u� du
dx k

� �
, respectively. The gas may be treated as layers perpendicular to the

moving direction (say x axis). Also assume a constant gas molecule concentration
CN . In each layer, the steady flow gas velocity is also constant. Then, the rate of
transport of momentum per unit area in the þx and �x directions, respectively, are

M!x ¼ 1
6
CNm�c u� ou

ox
k

� �

M x ¼ 1
6
CNm�c uþ ou

ox
k

� �
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where m is the mass of a single molecule. CN is the molecule number concentration.
The term 1

6CNm�c
� 	

stands for the average mass flow rate per unit area through plane
x. This leads to a net flux of momentum in the þx direction through the plane x as

Mx ¼ � 1
3
CNm�c

ou
ox

k ð2:66Þ

Comparing with the definition of shear stress

s ¼ �l ou
ox

ð2:67Þ

we can get the kinetic viscosity of the gas as

l ¼ 1
3
CNm�ck ¼ 1

3
q�ck ð2:68Þ

Combining this equation with Eqs. (2.7) and (2.51), we can get

l ¼ 1
3
q

ffiffiffiffiffiffiffiffi
8kT
pm

r
RTffiffiffi

2
p

pNad2P
¼ 2

3

ffiffiffiffiffiffiffiffiffi
mkT
p

p1:5d2
ð2:69Þ

where l ¼ kinetic viscosity in Pa s or N s/m2.
The effect of temperature on the dynamic viscosity of an ideal gas can also be

calculated using the Sutherland’s equation (Licht and Stechert 1944 cited by [12]).

l
l0
¼ T0 þ Ts

T þ Ts

T
T0

� �3=2

ð2:70Þ

where l ¼ viscosity in Pa.s at input temperature T , l0 ¼ reference viscosity at
reference temperature T0, T ¼ input temperature, T0 ¼ reference temperature, Ts ¼
Sutherland’s constant. Values of Sutherland’s constant Ts are taken from Crane [4].

Table 2.2 Sutherland’s constants and reference temperatures

Gas Formula Ts (K) T0 (K) l0 (10−6 Pa s)

Hydrogen H2 72 293.85 8.76

Nitrogen N2 111 300.55 17.81

Oxygen O2 127 292.25 20.18

Air – 120 291.15 18.27

Carbon dioxide CO2 240 293.15 14.8

Carbon monoxide CO 118 288.15 17.2

Ammonia NH3 370 293.15 9.82

Sulfur dioxide SO2 416 293.65 12.54
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The viscosities at different reference temperatures can be found in the handbook
of CRC [5]; and some examples are listed Table 2.2. For temperatures between
0 < T < 555 K, the Sutherland’s constants and reference temperatures for some
gases are listed. The maximum error is 10 %.

2.2 Gas Fluid Dynamics

2.2.1 Reynolds Number

Reynolds number of a fluid quantifies the relative importance of inertial forces (qu)
and viscous forces (μ/L) for a flow. Mathematically, it is described by

Re ¼ quD
l
¼ 4 _m

lpD
ð2:71Þ

where u ¼ magnitude of the mean fluid velocity in m/s, D ¼ characteristic length in
m, l ¼ dynamic viscosity of the fluid in N:s=m2ð Þ or Pa.s, q ¼ density of the fluid
in kg/m3, and _m is the mass flow rate of the fluid.

The characteristic length depends on the flow condition, internal or external, and
the cross section of the pipe for internal flow. For flow in a pipe, it is the hydraulic
diameter of the pipe, and for flow over a body, the characteristic length is usually
the length of the body. The flow is likely laminar if Re < 2,000 and turbulent for
Re > 4,000 for either internal or external flows. In a boundary layer analysis
(Sect. 2.2.3), the characteristic length is the distance measured from the leading
edge where the boundary layer starts to develop.

2.2.2 Bernoulli’s Equation

Bernoulli’s equation is important to air emission analysis too. It is derived from the
basic concept of conservation of mass and conservation of energy. Very briefly,
consider a streamline of a moving fluid without heat transfer; Bernoulli’s equation
describes the relationship between the static pressure of the fluid, fluid velocity, and
the elevation for a steady flow,

v2

2
þ
Z

DP
q
þ gz ¼ constant ð2:72Þ

where v is the local velocity on the streamline (m/s), P is the absolute static pressure
(Pa;N/m2), q is the density of the fluid (kg/m3), g is gravitational acceleration (9.81
m/s2) and z is the elevation (m).
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Assuming constant fluid density for the incompressible fluid, Eq. (2.72) becomes

Pþ 1
2
qv2 þ qgz ¼ constant ð2:73Þ

where P represents the static pressure and qv2=2 the velocity pressure. The con-
sequent total pressure is Pþ 1

2 qv
2. This equation is applicable to most air emission

related to analysis.
When z1 ¼ z2, the pressure difference between two points along a streamline is

related to the speeds at these points

P1 � P2 ¼ 1
2
q v22 � v21
� 	 ð2:74Þ

This simple equation finds important applications in air emission analysis such
as the estimation of the resistance to airflow (pressure drop) in an air cleaning
device. It is also the principle behind the design of a Pitot tube, which will be
introduced later in Chap. 15.

2.2.3 Boundary Layer and Drag

When a gas flows around outside of a body, it produces a force on the body that
tends to drag the body in the direction of the gas flow. There are two mechanisms
behind this drag effect, one is the skin friction drag and another is form drag. To
illustrate the skin drag, let us consider a flat surface with a sharp leading edge
attacked by a uniform fluid flow (Fig. 2.3).

Denote the uniform free stream speed as u1 and set the coordinate origin at the
leading edge with x ¼ 0 and y ¼ 0 on the solid surface. The fluid is slowed down
with a layer that is close to the solid surface, which is called boundary layer. The

Boundary
layer

Laminar 
boundary 
layer

Turbulent boundary layer

Transition zone

Undisturbed external 
flow

Subboundary layer

y

(0,0) x

u(x,y)

Fig. 2.3 Boundary layer concept
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thickness of the boundary layer dðxÞ is taken as the distance above the solid surface
where the velocity reaches 0.99 u1. The boundary layer grows with the distance
from the leading edge until it reaches a constant thickness. Then, we call it fully
developed boundary layer.

The flow within a boundary layer also changes gradually from laminar to tur-
bulent. And it is characterized with boundary layer Reynolds number Rex based on
u1 and x

Rex ¼ qu1x
l

ð2:75Þ

The velocity profile within the laminar boundary layer is simplified as

u
u1
¼ 2y

d
� y2

d2
ð2:76Þ

The skin drag is resulted from the shear stress on the solid surface (wetted area).
For the real bluff bodies, flow separation occurs and it results in another drag effect
called form drag or pressure drag. Overall, the drag is

FD ¼ CD
1
2
qu21

� �
A ð2:77Þ

where CD is the drag coefficient based on the reference area, A.

Fig. 2.4 Drag coefficient versus Reynolds number for a sphere (Data source [11])
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The drag coefficients are geometry dependent and mostly determined experi-
mentally. The drag coefficients of spheres at different Reynolds number are shown
Fig. 2.4. More complicated cases can be found in most fluid dynamics books.

2.3 Gas–Liquid Interfacial Behavior

2.3.1 Solubility and Henry’s Law

According to International Union of Pure and Applied Chemistry (IUPAC), solu-
bility is the analytical composition of a saturated solution expressed as a proportion
of a designated solute in a designated solvent. The most widely used solvent is
liquid, which can be a pure substance or a mixture. The extent of the solubility of a
substance in a specific solvent is measured as the saturation concentration, where
adding more solute does not increase the concentration of the solution and begin to
precipitate the excess amount of solute. Solubility may be stated in units of con-
centration ðCi; kg/m3Þ, mol fraction (xi, mol/mol) and other units. The solubility of
a substance depends on many physical and chemical properties of the solute and the
solvent such as temperature, pressure, and the pH.

Consider a process shown in Fig. 2.5, where gas i is mixed with another
insoluble gas, and gas i is soluble. The gas molecules will enter the liquid phase and
become part of the liquid mixture. Given enough time, the system reaches equi-
librium state.

The Henry’s law governs the equilibrium state,

Pi ¼ Hxi ð2:78Þ

where Pi ¼ partial pressure of gas i in the gas phase above the liquid, xi ¼ the
equilibrium concentration of gas i in the liquid phase, and H ¼ Henry’s law con-
stant with a unit that is determined by that of Pi=xi. When the partial pressure is in

Gas i with a partial pressure 
of pi

xi

Solute

Solvent

Fig. 2.5 Absorption of gas
i into liquid and Henry’s Law
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Pa and xi in mol/mol, for example, the corresponding unit of H is [Pa/(mol in liquid/
mol of liquid)]. Common units of pressure are Pascal (Pa), atm, bar, and mmHg;
those of solute concentration can be g/g, mol/mol, mol/m3, mol/L, and so on. Users
have to excuse unit conversion as needed.

In many engineering design practices, mole fraction of the air pollutant in the gas
phase (yi) is used to quantify the concentration of a gas in a gas mixture; it is a
direct description of mass transfer between the two phases. In this case, the partial
pressure of the target gas is calculated using Eq. (2.41), Pi ¼ yiP and the Henry’s
law equation becomes

Pyi ¼ Hxi ð2:79Þ

A comprehensive compilation of Henry’ law constants was made by Sander
[15]. Based on the data therein, Henry’s law constants for some typical gases in
water at 25 °C or 298.15 K are summarized in Table 2.3.

Example 2.7: Gas solubility
Estimate the solubility of CO2 in water in gram of CO2 per kilogram of water under
standard condition (25 °C, 1 atm).

Solution
The Henry’s law constant for CO2 in water at 20 °C and 1 atm is 29.41 atm/(mol of
gas per kg of water) (Table 2.3). Because air is an ideal gas and CO2 takes
0.0314 % of the volume in air, the partial pressure of CO2 is 0.0314 % of the
standard atmospheric pressure:

PCO2¼ 0:0314%� 1 atm¼ 0:000314 atm

Substituting H and PCO2 values into Eq. (2.78) gives

xCO2 ¼
PCO2

H
¼ 0:000314 atm

29:41 atm
mol of CO2 per kg of water

� �
¼ 1:068� 10�5 mol of CO2=kg of water

The next step is to convert the unit into gram of CO2 per g of water with the
molar weight of CO2 being 44 g/mole.

xCO2 ¼
1:068� 10�5mol CO2 � 44g

mol
kg of water

¼ 4:698� 10�4
g of CO2

kg of water

Liquid temperature affects the solubility of a gas and the consequent value of
Henry’s law constant. Usually, the higher temperature, the lower solubility, and the
greater Henry’s law constant. The Henry’s law constants of some typical air pol-
lutants at different temperatures are listed in Table 2.4. More solubility data can be
found in Perry’s Chemical Engineers’ Handbooks or similar publications.
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The Henry’s law indicates that the equilibrium mole fraction of a gas in liquid is
proportional to the partial pressure of the gas above the liquid regardless of the total
pressure. Generally, this linear relationship (Henry’s law) is sufficiently accurate for
pollutant gases at low partial pressures (see Fig. 2.6). This equilibrium state will be
broken by change of the amount of the target gas in either gas or liquid phase. An
increase in the gas phase concentration results in further absorption into the liquid;
too much dissolved gas in the liquid phase results in desorption and a mass transfer
from liquid to gas phase.

However, the Henry’s law may not be valid when the partial pressure of a gas is
too high. Fortunately, in most air emission control engineering problems, the partial
pressures of gaseous pollutants of concern are low. Therefore, the Henry’s law can
be used to estimate the absorption rate with a reasonable accuracy.

2.3.2 Raoult’s Law for Ideal Solution

For the gas–liquid system depicted in Fig. 2.5, molecules of the liquid phase also
becomes part of the gas phase and form a vapor by evaporation. When the vapor

Table 2.4 Henry’s law constants for gases in water at different temperatures (H ¼ pi=xi, atm/(mol
gas/mol water))

Gas 0 °C 10 °C 20 °C 30 °C 40 °C 50 °C

He 129,000 126,000 125,000 124,000 121,000 115,000

H2 57,900 63,600 68,300 72,900 75,100 76,500

N2 52,900 66,800 80,400 92,400 104,000 113,000

CO 35,200 44,200 53,600 62,000 69,600 76,100

O2 25,500 32,700 40,100 47,500 53,500 58,800

CH4 22,400 29,700 37,600 44,900 52,000 57,700

C2H6 12,600 18,900 26,300 34,200 42,300 50,000

C2H4 5,520 7,680 10,200 12,700 – –

CO2 728 1,040 1,420 1,860 2,330 2,830

H2S 268 367 483 609 745 884

Liquid phase mole ratio, x

Gas
phase
mole
ratio, y

Absorption 
zone

Desorption 
zone

Equilibrium line

Fig. 2.6 Henry’s law line
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formed above the liquid-gas interface reaches its dynamic equilibrium, the rate at
which liquid evaporates is equal to the rate that the gas is condensing back to liquid
phase. This is called the vapor pressure. All liquids have vapor pressure, and the
vapor pressure is constant regardless of absolute amount of the liquid substance.

The vapor pressure of the solution will generally decrease as solute dissolves in
the liquid phase. As additional solute molecules fill the gaps between the solvent
molecules and take up space, less of the liquid molecules will be on the surface and
less will be able to break free to join the vapor.

Rather than explaining the Raoult’s law based on sophisticated concept of
entropy [8], let us explain it in a simple visual way. Consider a sealed container
with only one species originally in liquid form (e.g., water). Eventually, we can get
the saturated vapor at equilibrium which is sustained as the number of molecules
leaving the liquid surface is equal to the number of molecules condensing back to
the surface. Later on, we have added so much solute (e.g., salt into water) that there
are less water molecules on the surface, because some spaces are taken by the solute
salt molecules (Fig. 2.7). Since vapor is formed by the number of solvent (water)
molecules that have enough energy to escape from the surface, with less solvent
molecules on the surface, the vapor pressure will drop. However, reduced solvent
molecules does not affect the ability of vaporized molecules to condense (or stick to
the surface) because the vaporized molecules can be attached to both solvent and
solute molecules. They are deemed to be able to attract each other, otherwise there
would have been no solution in the first place. When the system reaches new
equilibrium again, the vapor pressure is lowered.

The Raoult’s law is mathematically described as

Pv ¼ xiP
0
v ð2:80Þ

where xi is the solute mole fraction in the solution, the unit of xi is mol/mol and P0
v

is the original vapor pressure. A solution that is governed by the Raoult’s law is
called an ideal solution.The Raoult’s law only applies under ideal conditions in an
ideal solution. It works fairly well for the solvent in dilute solutions, which we often

Fig. 2.7 Visualization of
Rauolt’s law
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encounter in air emission studies. In practice, there is no such thing as an ideal
solution, it is unlikely for two different types of molecules behave as if they were
the same: the forces of attraction between solvent and solute are exactly the same as
between the original solvent molecules. However, very dilute solutions obey the
Raoult’s law to a reasonable approximation.

2.3.3 A Real Gas–Liquid System

For a real gas–liquid system, however, the vapor pressure decreases much faster
than that calculated using Eq. (2.80) for extremely dilute solutions. As depicted in
Fig. 2.8, the vapor pressure versus mole fraction of solvent in solution curve of a
nonideal solution should follow Henry’s law at low concentrations and Raoult’s law
at high concentrations.

2.3.4 Interfacial Mass Transfer

Lewis and Whitman (1924) two-film theory may be used to visualize the gas–liquid
interfacial mass transfer. It is assumed that the gas and liquid phases are in turbulent
contact with each other, and there is an interface area that separates these two
phases. As shown in Fig. 2.9, near the interface, there is a small portion called film
exists including a small portion (film) of the gas and another portion of liquid on
either side of the interface. Beyond the films, fluids are assumed to be perfectly
mixed with uniform concentrations. Mass transfer takes place in these two films.
Fluids in these films are assumed to flow in a laminar or streamline motion.
Therefore, molecular motion occurs by diffusion, which can be mathematically
described. Concentration differences are negligible except in the films in the
vicinity of the interface. Both films offer resistance to overall mass transfer. And the
interface is at equilibrium described by Henry’s law and it offers no resistance to
mass transfer.
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Nonideal solution
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Fig. 2.8 Vapor pressure of a
nonideal solution
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In summary, according to the two-film theory, gas molecules are dissolved in the
liquid phase by the following five steps.

1. Molecules migrate from the bulk-gas phase to the laminar gas film.
2. They penetrate through the gas film by diffusion.
3. These molecules cross the gas–liquid interface by diffusion.
4. Diffuse through the liquid film.
5. Finally, they mix into the bulk liquid phase.

Since it is assumed in this theory that both gas and liquid bulk phases are
completely mixed, the interface is at equilibrium with respect to gas molecules
transferring through the interface. And, it implies that all mass transfer resistance is
resulted from molecular diffusion through the gas and liquid films. With this
background introduction, we can derive the mathematical expressions that follow.

The mass transfer per unit interface area is quantified by

n0 ¼ ky y� yið Þ gas film ð2:81Þ

n0 ¼ kx xi � xð Þ liquid film ð2:82Þ

In this equation, n0 ¼ mole transfer rate of gas (mol/m2 s), ky ¼ gas phase mass
transfer coefficient (mol/m2 s), kx ¼ liquid phase mass transfer coefficient (mol/m2 s)
and x; y ¼ mole fractions in the bulk liquid and gas phases respectively:

The mass transfer coefficients, kx and ky, are determined experimentally. How-
ever, it is impractical to determine xi and yi at the gas–liquid interface. The mass
transfer equation can be described with the bulk phase parameters.
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film

Liquid 
film

Henry’s Law:

yi = xi

y
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y

x

Direction of 
mass transfer

Gas bulk phase
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Fig. 2.9 Gas–liquid interfacial mass transfer two-film theory
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n0 ¼ Ky y� y�ð Þ gas phase ð2:83Þ

n0 ¼ Kx x� � xð Þ liquid phase ð2:84Þ

where Kx, Ky = Overall mass transfer coefficients for the liquid and gas phases
respectively (mol/m2 s). x�; y� ¼ Hypothetical mole fraction corresponding to y, x
in the bulk fluids, and they are determined by the Henry’s law as

y ¼ Hx� ð2:85Þ

y� ¼ Hx ð2:86Þ

The difference between the hypothetical mole fraction and the corresponding
actual mole fraction results in the driving force illustrated in Fig. 2.10.

If we consider gas phase only in Eq. (2.83) above, the total mass transfer rate
(mole/m2 s) is described as

n0 ¼ Ky y� y�ð Þ ¼ Ky y� yið Þ þ yi � y�ð Þ½ � ð2:87Þ

Dividing both sides by Ky gives,

n0

Ky
¼ y� yið Þ þ H xi � xð Þ ð2:88Þ

The single-phase mass transfer Eqs. (2.81) and (2.84) above also give

n0

ky
¼ y� yi and

n0

kx
¼ xi � x ð2:89Þ

Substitute Eq. (2.89) into (2.88) and dividing both sides with n0, one can get

1
Ky
¼ 1

ky
þ H
kx

ð2:90Þ
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Fig. 2.10 Interfacial mass
transfer diving force
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This equation indicates that the overall mass transfer coefficient (Ky) can be
calculated from the single phase mass transfer coefficients (ky and kx). They are
usually determined experimentally.

To understand Eq. (2.90), the mass transfer can be expressed in terms of driving
potential (see Fig. 5.4) and the corresponding resistance

y� y�

R
¼ y� y�

Rx þ Ry
ð2:91Þ

where R, Rx and Ry are overall resistance, liquid phase resistance, and gas phase
resistance to mass transfer, respectively,

R ¼ 1
Ky

; Ry ¼ 1
ky
; and Rx ¼ H

kx
ð2:92Þ

When the value of H is small, there is a great solubility of the target gas in the
liquid phase; it indicates a low liquid phase film resistance and that the gas phase
resistance is dominating (or gas phase mas transfer is the bottleneck). In this case,
only a small amount of water is needed to hold certain amount of gases. In an
engineering application, this is preferred in favor of low liquid consumption. On the
other hand, when the value of Henry’s law constant is large, it means a low solubility
of the target gas in the liquid. Then, the mass transfer resistance is primarily
attributed to the liquid phase. A large amount of liquid is required to hold the gas.

2.4 Practice Problems

1. Estimate the mass of a single molecule of hydrogen, CO2 and ethane (C2H6).
2. Calculate the root-mean-square speed and kinetic energy of 1 mol of the fol-

lowing gases: He, N2, O2, Cl2, and CH4 at 300 K.
3. Which gas has the highest root-mean-square speed: Helium (He), Neon (Ne),

Argon (Ar), Krypton (Kr), and Xenon (Xe)?
4. Name the two gases of the following: N2, O2, CO, CO2, CH4, and SO2 that

have the same kinetic energy and root-mean-square speed at 293 K.
5. Which gas has a lowest root-mean-square speed: Fluorine (F2), Chlorine (Cl2),

SO2, Krypton (Kr), and Nitrogen dioxide (NO2)?
6. Explain why nitrogen (N2) and carbon monoxide (CO) have the same molar

kinetic energy at 293 K.
7. Compute the kinetic energy of one cubic meter of air, and CO2 under standard

condition.
8. At what temperature will the root-mean-square speed of CO2 be the same as

that of CH4 at 300 K?
9. Which has the greater root-mean-square speed at 25 °C, NH3 (g) or HCl (g)?
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10. Which molecule has the highest root-mean-square speed (a) nitrogen molecule
(N2) at 100 °C, (b) Oxygen molecule (O2) at 200 °C, (c) Chlorine molecule
under STP conditions?

11. Assuming spherical oxygen molecules with a radius of 1.65 �10�10 m, find the
mean free path of oxygen molecules at sea level at 293 K.

12. If a gas after fuel combustion at 1000 K contains, by volume, 79 % N2, 6 % O2,
7 % CO2, and 8 % H2O, what is its molar weight? Can you approximate the
molar weight of this flue gas with that of standard dry air?

13. What should be the pressure of N2 (g) above the solution to increase the
solubility of the N2 (g) to a value of 100.0 mL N2 per L?

14. What is the mole concentration of O2 in a saturated solution when the O2

pressure is 0.21 atm at 25 °C?
15. 15 mL of CO2 (g) dissolves in 1.0L of water at 25 °C temperature and 1.0 atm

pressure. What will be the mole concentration of CO2 (g) in the saturated
solution at 25 °C When the CO2 pressure is 0.25 atm?

16. A truck tire at the gage pressure of 220 kPa and the temperature of 27 °C
contains 12 L of air. Assume that the temperature drops to -40 °C. Determine
the gage pressure in the tire.

17. At 27 °C and 1 atm the viscosity and density of air are 1.81 × 10−5 Pa.s and
1.2 kg/m3, respectively. Determine the diameter and mean free path of an air
molecule.

18. At 27 °C and 1 atm the viscosity and density of helium (He) are 1.9 × 10−5 Pa
and 0.18 kg/m3, respectively. Determine the diameter of helium molecule and
diffusion coefficient of this gas.

19. At 20 °C and 1 atm the viscosity and density of methane are 2.01 × 10−5 Pa.s
and 0.717 kg/m3, respectively. Determine the diameter of methane molecule,
mean free path, and diffusion coefficient.

20. Estimate the following maximum solubility of the air compounds CO2, O2 and
CH4 in water under standard conditions. Assume the gas phase is pure dry air.

21. The Henry’s law constant of SO2 at 20 °C in a SO2-water system is 0.014 �105
atm/mol fraction in water.
What is the Henry’s law constant with a unit of (Pa/mol fraction in water)? At
30 °C, H = 0:016� 105 atm/mol fraction in water, does it imply a higher or
lower SO2 solubility in water?

22. Under certain condition, air density is 1.1 kg/m3. Under the same condition,
estimate the density of a gas mixture containing, by volume, 95 % CH4 and 5 %
CO? How many moles of CH4 in a volume of 0.2 m3 of this mixture gas?

23. Determine the volume occupied by 1 mol of ideal gas at 15 °C and 1 atm.
24. Find density of dry air at STP conditions (T = 25 °C and P = 1 atm). Assume

that dry air has 79 % N2, and 21.0 % O2. Given molar weights of N2 and O2 are
28 and 32 g/mole, respectively.
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Chapter 3
Basics of Gas Combustion

Combustion or burning is a complex sequence of chemical reactions between a fuel
and oxygen. The main purpose of combustion is to produce energy and, occa-
sionally, light. In a combustion reaction, the reactants are fuels and an oxidizer, and
the products include various air pollutants and carbon dioxide. Meanwhile heat is
generated for other engineering applications such as boiling water for steam pro-
duction, engine powering, and space heating by raising the temperature of the air.

Topics to be covered in this chapter include the properties of air as a combustion
oxidizer, combustion stoichiometry, thermodynamics of a combustion system,
flame temperature calculation, and combustion chemical equilibrium. After reading
this chapter, a reader is expected to be able to

• Understand the basics of gas fuel combustion;
• Explain how air pollutants are formed during fossil fuel combustion with air;
• Theoretically predict what and how much air pollutants can be formed by simple

combustion of fuel with known chemical formulae;
• Theoretically calculate the temperature of combustion and energy production;
• Be ready to understand topics related to combustion of other fuels in Part 2.

3.1 Air–Fuel Ratio

Air–fuel ratio (A=F) is the amount of air to the amount of fuel in the combustion
mixture. The amount can be quantified by mole or mass. If the air-to-fuel ratio is
mole based, the value will be different from the one based on mass. In this book, we
use only mole ratio to explain the basic concept, although mass ratio is important
too. The mole air fuel ratio is determined by the mole numbers of the components
of the mixture as

A=Fð Þ ¼ na
nf

¼
P

nið ÞaP
nið Þf

ð3:1Þ

© Springer Science+Business Media Singapore 2014
Z. Tan, Air Pollution and Greenhouse Gases, Green Energy and Technology,
DOI 10.1007/978-981-287-212-8_3

59



where n is mole amount, and the subscripts a and f stand for air and fuel,
respectively.

The air–fuel ratio of a combustion mixture determines the combustion chemistry,
and consequently the air emissions produced from the combustion process. There
are three possible outcomes of the combustion process: stoichiometric, fuel lean, or
fuel rich combustion.

• Stoichiometric combustion When the air and fuel are mixed at such a ratio that
both the fuel and oxygen in the air are consumed completely. This ratio is called
theoretical air–fuel ratio, and the combustion is considered as ideal combustion,
or stoichiometric combustion.

• Fuel rich combustion When the oxygen in the air is not sufficient to burn the
fuel completely, the combustion is referred to as fuel rich combustion. And,
there will still be fuel left in the combustion product.

• Fuel lean combustion When there is more oxygen than needed to burn the fuel
completely, the combustion is called fuel lean combustion, and there will be
oxygen left in the combustion product.

An important term that is related to air–fuel ratio is equivalence ratio (/). It is
defined as the ratio of the theoretical air–fuel ratio to the actual air–fuel ratio of the
mixture. Mathematically,

/ ¼ ðA=FÞs
ðA=FÞmix

ð3:2Þ

where the subscript s stands for stoichiometric. The advantage of using equivalence
ratio over air-to-fuel ratio is that the former is independent on the units being used
for the computation of the air–fuel ratio.

The equivalence ratio is more commonly used than air fuel ratio as an indicator
to show whether the mixture is stoichiometric, fuel lean, or fuel rich. When / is
greater than one there is always excess fuel in the mixture than what is needed for a
stoichiometric combustion. / less than one represents a deficiency of fuel in the
mixture.

/\ 1 Fuel lean
/ ¼ 1 Stoichiometric
/[ 1 Fuel rich

8<
: ð3:3Þ

Example 3.1: Air fuel ratio and equivalence ratio
Consider a mixture of one mole of ethane (C2H6) and 15 mol of air. Determine

(a) the air-to-fuel ratio of this mixture
(b) the equivalence ratio of this mixture if the stoichiometric air to fuel ratio based

on volume is 16.66.
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Solution
Note that one mole of air is simplified as a mixture of 0.21 mol of O2 and 0.79 mol
of N2; the molar weight of air is 28.82 g/mole.

(a) Assuming the mixture is in the same container and reached steady state
without chemical reactions. The A/F based on volume is simply

ðA=FÞmix ¼
na
nf

¼ 15

(b) The equivalence ratio is determined as

/ ¼ ðA=FÞs
ðA=FÞmix

¼ 16:66
15

¼ 1:11

It is a fuel rich mixture.

3.2 Combustion Stoichiometry

The combustion is stoichiometric when all the atoms in the fuel are burned into
their corresponding oxides, for instance, all the carbon to CO2 and all hydrogen to
H2O. Consider a hydrocarbon fuel with a carbon and b hydrogen atoms in each
molecule, the stoichiometric combustion process of a hydrocarbon fuel with a
molecular formula CaHb can be described as

CaHb þ aO2 ! bCO2 þ cH2O ð3:4Þ

where the values of a, b and c depend on α and β.
A simple mass balance leads to the answers of a, b and c in terms of α and β (see

Example 3.2), and Eq. (3.4) becomes

CaHb þ aþ b
4

� �
O2 ! aCO2 þ b

2
H2O ð3:5Þ

It indicates that in order to achieve the above stoichiometric combustion, for
each hydrocarbon molecule, (aþ b=4) oxygen molecules are required to convert
the carbon and hydrogen into carbon dioxide and water, respectively.

In general, all liquid and gaseous fossil fuels are mixtures of multiple compo-
nents. For ease of engineering analysis, however, they can be simplified as an
average formula CaHb, where α and β stand for the numbers of carbon and
hydrogen atoms in the fuel, respectively. For a natural gas, its formula is simplified
as CH4, and for a typical liquid fuel, e.g., gasoline, a ¼ 8 and b ¼ 18.
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Example 3.2: Stoichiometric combustion
Determine the overall chemical equation for the stoichiometric combustion of
propane (C3H8) with oxygen as oxidant.

Solution
Start with a general chemical reaction equation as

C3H8þaO2 ! bCO2þcH2O

with a, b, and c to be determined.
According to the conservation of mass, the amount of atoms cannot be created or

destroyed. Therefore, the coefficients of a, b and c in the above reaction formula can
be computed from the atom balances of carbon, hydrogen, and oxygen:

Carbon balance : b ¼ 3

Hydrogen balance : 2c ¼ 8

Oxygenbalance : 2bþ c ¼ 2a

Solving the above three equations gives a = 5, b = 3 and c = 4. Thus the above
stoichiometry is

C3H8 þ 5O2 ! 3CO2 + 4H2O

3.2.1 Stoichiometric Combustion with Dry
Air at Low Temperature

In most engineering applications, air instead of pure oxygen is used as an oxidizer
for fossil fuel combustion. In other words, oxygen for combustion is obtained from
the air for the sake of low cost. Our analysis herein further simplifies the ambient air
as a mixture of 21 % oxygen and 79 % nitrogen molecules by volume. In this case,
air is defined as

1Air ¼ 0:21O2 þ 0:79N2 ð3:6Þ

This simplified definition is reasonable in that in one mole of air there is about
0.21 mol of oxygen and 0.79 mol of nitrogen. And the corresponding density of air
is 1.21 kg/m3 and the molar weight of air is 28.82 g/mol under standard condition.
All these values are close to the measured ones.
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For combustion at low temperatures, it is common to assume that the molecular
nitrogen in air is inert. Then the general combustion reaction of a hydrocarbon
CaHb with air is

CaHb þ a0 0:21O2þ0:79N2ð Þ ! bCO2þcH2O + dN2 ð3:7Þ

It is tedious to carry the decimals when Airð Þ is referred to as one compound in a
chemical reaction formula. Therefore, in most combustion formula, we see the for-
mula of air being defined by normalizing it against 1mol ofO2.AndEq. (3.7) becomes

CaHb þ a O2þ3:76N2ð Þ ! bCO2þcH2O + dN2 ð3:8Þ

We have to be careful here that O2 þ 3:76N2ð Þ is not Airð Þ but 4.76 Airð Þ. The
coefficient of 3.76 comes from the mole ratio of N2 to O2 in a dry air, which is 0.79/
0.21 = 3.76. And the coefficient 4.76 is from 1=0:21 � 4:76.

Then we can determine a, b, c, and d. Similar to the approach in Example 3.2,
the mass balances of atoms give:

Carbon balance : a ¼ b

Hydrogen balance : b ¼ 2c

Oxygenbalance : 2 0:21ð Þa ¼ 2b þ c

Nitrogen balance : 2 0:79ð Þa ¼ 2d

One can easily solve the above four equations for the coefficients:

a¼ ðaþb=4Þ=0:21; b¼ a; c¼ b=2; and d¼ 3:76ðaþ b=4Þ

Thus the stoichiometry of a general hydrocarbon CaHb burned with air can be
described as

CaHbþ aþ b
4

� �
O2 þ 3:76N2ð Þ ! aCO2þ b

2
H2O + 3:76 aþ b

4

� �
N2 ð3:9Þ

The stoichiometric air–fuel ratio is also determined as A=Fð Þs¼ 4:76 aþ b
4

� �
:

Example 3.3: Stoichiometric combustion of propane
Determine the stoichiometric combustion equation for propane (C3H8) mixture with
dry air.

Solution
For propane C3H8, a ¼ 3 and b ¼ 8, comparing with Eq. (3.9),

We can get

C3H8þ 3þ 8
4

� �
O2þ3:76N2ð Þ ! 3CO2þ 8

2
H2O + 3:76 3þ 8

4

� �
N2
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The corresponding stoichiometry is

C3H8þ5 O2þ3:76N2ð Þ ! 3CO2 + 4H2O + 18:8N2 ð3:10Þ

3.2.2 Fuel Lean Combustion

When there is excess air in a combustion process, the combustion is called fuel lean
combustion and the corresponding mixture is called fuel lean mixture. At low
combustion temperatures the nitrogen in the air and the extra oxygen appear in the
products. For the fuel with a formula CαHβ the reaction formula in general is

CaHbþa O2þ3:76N2ð Þ ! bCO2þcH2O + dN2þeO2 ð3:11Þ

The coefficients b and c can be determined from the carbon balance and
hydrogen balance, respectively (b ¼ a; c ¼ b=2).

From the definition of the equivalence ratio above, one can get

A=Fð Þmix¼
A=Fð Þs
/

¼ 4:76
/

aþ b
4

� �
ð3:12Þ

Now the fuel lean combustion reaction equation becomes,

CaHbþ 4:76
/

aþ b
4

� �
0:2102þ0:79N2ð Þ ! aCO2þ b

2
H2O + dN2þeO2 ð3:13Þ

where / is less than one for a fuel lean mixture because of the excess air. The mole
amount of nitrogen (d) and the extra oxygen in the excess air (e) can be determined
by the atom balances of O and N:

4:76� 0:79
/

aþ b
4

� �
¼ d ! d ¼ 3:76

/
aþ b

4

� �

e ¼ 1
/
� 1

� �
aþ b

4

� �

Therefore, the fuel-lean reaction formula for the combustion of CaHb perfectly
mixed with excess air is,

CaHbþ 4:76
/

aþ b
4

� �
0:21O2þ0:79N2ð Þ

! aCO2þ b
2
H2O +

3:76
/

aþ b
4

� �
N2þ 1

/
�1

� �
aþ b

4

� �
O2

ð3:14Þ
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Most of the time, it is normalized against O2, and Eq. (3.14) becomes

CaHbþ 1
/

aþ b
4

� �
O2þ3:76N2ð Þ

! aCO2þ b
2
H2Oþ 3:76

/
aþ b

4

� �
N2þ 1

/
�1

� �
aþ b

4

� �
O2

ð3:15Þ

Example 3.4: Fuel lean combustion of octane
Considering a reaction of C8H18 with 10 % excess air by volume, what is the
equivalence ratio of the mixture?

Solution
The stoichiometric combustion of C8H18 with dry air 0:21O2þ0:79N2ð Þ is

C8H18þ59:52 0:21O2þ0:79N2ð Þ ! 8CO2 + 9H2O + 47N2

or

C8H18þ12:5 O2þ3:76N2ð Þ ! 8CO2 + 9H2O + 47N2

The combustion with 10 % excess is then

C8H18þ1:10� 12:5 O2þ3:76N2ð Þ ! 8CO2 + 9H2O + 47N2

where 1.10 indicates 10 % excess air.
Oxygen balance is

16þ 9 þ 2a¼ 1:1ð12:5Þð2Þ ! a¼ 1:25

Similarly, nitrogen balance gives

b ¼ 1:1ð59:52Þð0:79Þ ¼ 51:7

Therefore,

/ ¼ ðA=FÞs
ðA=FÞmix

¼ 12:5=1
1:1� 12:5=1

¼ 0:91

The equivalence ratio can simply be determined by definition

/ ¼ ðA=FÞs
ðA=FÞmix

¼ 1
1:1

¼ 0:91

3.2 Combustion Stoichiometry 65



3.2.3 Fuel Rich Combustion with Dry Air at Low
Temperatures

A mixture of fuel with less than stoichiometric air is fuel rich mixture, and the
corresponding combustion is called fuel rich combustion. Since oxygen is insuffi-
cient to oxidize all the C and H in the fuel to CO2 and H2O, there may be, for example
CO and H2 in the products. The combustion reaction formula for hydrocarbon fuel
with dry air can be derived using the similar approach above.

CaHbþ 1
/

aþ b
4

� �
O2þ3:76N2ð Þ ! aCO2þbCO½ �þ cH2O + eH2½ �þdN2 ð3:16Þ

where for fuel rich mixture with insufficient air, 1// is less than one. Again from the
atom balances for carbon, hydrogen, oxygen, and nitrogen, one can get

Carbon balance: a ¼ aþ b ð1Þ

Hydrogen balance: b ¼ 2cþ 2e ð2Þ

Oxygen balance:
2
/

aþ b
4

� �
¼ 2aþ bþ c ð3Þ

Nitrogen balance:
4:76
/

aþ b
4

� �
� 0:79 ¼ d ð4Þ

Only d can be determined from the nitrogen balance. The other four (a, b, c
and e) cannot be determined because there are four unknowns in three equations. To
solve the problem, one more equation is needed. This equation can be derived from
chemical equilibrium (see Sect. 3.3.2). For now, we can only write the chemical
equations as follows with x and y to be determined from other known factors.

CaHbþ 1
/

aþ b
4

� �
O2þ3:76N2ð Þ

! xCO2þ 1� xð ÞCO½ �þ yH2O + 1� yð ÞH2½ �þ 3:76
/

aþ b
4

� �
N2

ð3:17Þ

The preceding analyses were based on a common assumption that air and fuel
are perfectly mixed. However, it is very challenging in engineering practices to
achieve perfect mixing in the entire combustion device. Stoichiometric, fuel lean
and fuel rich combustion all take place at different spots in the combustion device.
As a result, the actual combustion formula is much more complicated than that in
Eq. (3.17). For instance, if we consider only oxygen as one more extra product, the
reaction becomes
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CaHbþ 1
/

aþ b
4

� �
O2þ3:76N2ð Þ

! xCO2þ 1� xð ÞCO½ �þ yH2O + 1� yð ÞH2½ �þ 3:76
/

aþ b
4

� �
N2

þ 1
/

aþ b
4

� �
� 1þ xþ y

2

� �
O2 þ � � �

ð3:18Þ

3.2.4 Complex Fossil Fuel Combustion Stoichiometry

As mentioned above, it is unusual to have pure hydrocarbon fuel. There are always
atoms other than hydrogen and carbon in fossil fuels. For example, sulfur and
oxygen are typical elements in fossil fuels, coal, oil or gas. There are also other
additives in oil and gas. As a result, the combustion stoichiometry of these fuels
becomes complicated. For a general fossil fuel the corresponding stoichiometric
combustion can be described as, only for example,

CaHbOoClqSsNn þ a 0:21O2þ0:79N2ð Þ
! bCO2 þ cH2Oþ dHClþ eN2 þ fSO2

ð3:19Þ

Then the atom balances give

Carbon balance : a ¼ b ð1Þ

Hydrogen balance : b ¼ 2cþ d ð2Þ

Chloride Clð Þ balance : q ¼ d ð3Þ

Sulfur balance : s ¼ f ð4Þ

Oxygen balance : oþ 2 0:21ð Þa ¼ 2bþ cþ 2f ð5Þ

Nitrogen balance : nþ 2 0:79ð Þa ¼ 2e ð6Þ

Solving the above six equations, the unknown coefficients, a through f, can be
determined. The chemical reaction formula for the stoichiometric combustion of the
complex fuel becomes,

CaHbOoClqSsNn þ 4:76 aþ b
4
� q
4
þ s� o

2

� �
0:21O2 þ 0:79N2ð Þ

! aCO2 þ b� q
2

� �
H2Oþ qHClþ n

2
þ 3:76 aþ b

4
� q
4
þ s� o

2

� �� �
N2 þ sSO2

ð3:20Þ
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Similarly, for fuel lean combustion with an equivalence ratio of /, one can
derive the combustion reaction formula from the atom balances and get

CaHbOoClqSsNn þ 4:76
/

aþ b
4
� q
4
þ s� o

2

� �
0:21O2 þ 0:79N2ð Þ

! aCO2þ b� q
2

� �
H2O + qHCl + sSO2

þ n
2
þ 3:76

/
aþ b

4
� q
4
þ s� o

2

� �� �
N2

þ 1
/
� 1

� �
aþ b

4
� q
4
þ s� o

2

� �� �
O2

ð3:21Þ

Again, for fuel rich combustion, by mass balance of the atoms, there are more
unknowns than the number of equations. It requires the knowledge of chemical
kinetics and chemical equilibrium to acquire more equations needed.

3.3 Chemical Kinetics and Chemical Equilibrium

3.3.1 Chemical Kinetics

Chemical kinetics, also known as reaction kinetics, aims at the rate of a one-way
chemical reaction. Now consider the reaction between A and B producing C and D.

aAþ bB ! cC þ dD

The reaction rate of A is a function of the concentrations of the reactants.

rA ¼ d A½ �
dt

¼ �k½A�a½B�b ð3:22Þ

where rA is the reaction rate in (mole/m3� s), k ¼ rate constant of the reaction; the
unit of rate constant depending on coefficients a and b are s�1, m3=ðmole:s), and
m6=ðmole2:sÞ for reactions of first, second, and third order, respectively. ½i� ¼ mole
concentration in (mole/m3) and it is exchangeable with ci in this book. The negative
sign indicates that the reactants are consumed in the reaction. This negative sign
signifies the reaction rate to be a positive value.

The rate constant of reaction (kÞ defines how fast an irreversible elementary
reaction takes place. Some reactions like oxidation of iron in natural conditions may
take years to complete, but others like combustion of CH4 completes in less than a
second.
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k is not a real constant, because it is a function of the combustion condition,
especially the temperature. The rate constant of reaction can be determined using a
modified Arrhenius equation

k ¼ ATB exp � EA

RT

� �
ð3:23Þ

When B ¼ 0; Eq. (3.23) becomes the Arrhenius equation

k ¼ A exp � EA

RT

� �
ð3:24Þ

where A and B are the rate coefficients, EA = Activation energy (J/mole) and
R = Universal gas constant. The values of coefficients A, B, and E for H–O reactions
are tabulated in Table 3.1 [1]. A more comprehensive table of rate constants for
chemical reactions in combustion is given by Westley [18].

A global hydrogen–oxygen reaction actually proceeds via the multiple ele-
mentary reactions, collectively known as reaction mechanisms. These mechanisms

Table 3.1 Rate coefficients for H–O reactions

Reaction A cm3=moleð Þn�1
h in B EA

(J/mole)
Temperature
Range (K)

Hþ O2 ! OHþ O 1.2 � 1017 −0.91 69.1 300–2,500

OHþ O ! O2 þ H 1.8 � 1013 0 0 300–2,500

Oþ H2 ! OHþ H 1.5 � 107 2.0 31.6 300–2,500

OHþ H2 ! H2Oþ H 1.5 � 108 1.6 13.8 300–2,500

Hþ H2O ! OHþ H2 4.6 � 108 1.6 77.7 300–2,500

Oþ H2O ! OHþ OH 1.5 � 1010 1.14 72.2 300–2,500

Hþ HþM ! H2 þM

M ¼ Ar (low P) 6.4 � 1017 −1.0 0 300–5,000

M ¼ H2 (low P) 0.7 � 1016 −0.6 0 100–5,000

H2 þM ! Hþ HþM

M = Ar (low P) 2.2 � 1014 0 402 2,500–8,000

Mþ H2 (low P) 8.8 � 1014 0 402 2,500–8,000

Hþ OHþM ! H2OþM

M ¼ H2O (low P) 1.4 −2.0 0 1,000–3,000

H2OþM ! Hþ OHþM

M ¼ H2O (low P) 1.6 � 1017 0 478 2,000–5,000

Oþ OþM ! O2 þM

M ¼ Ar (low P) 1.0 � 1017 −1.0 0 300–5,000

O2 + M! O + O + M

M ¼ Ar (low P) 1.2 � 1014 0 451 2,000–10,000
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include, but are not limited to, those listed in Table 3.1, where M can be any species
present in the combustion system that acts as a collision partner. Species such as
H, O, OH and HO2 are called radicals. Radicals play important roles in combustion.
They are highly reactive and short-lived.

Example 3.5: Reaction rate
Determine the reaction rate at low pressure for the mechanism reaction

Hþ HþM ! H2 þM

at temperature of 3,000 k, where M is H2 as a function of [H].

Solution
According to Eq. (3.22), the chemical reaction rate for the reaction

H þ H þM ! Mþ H2

is described in terms of the formation rate of H2

d½H2�
dt

¼ k½H�2

where the reaction rate constant k can be described using Eq. (3.25)

k ¼ ATBexp � EA

RT

� �
ð3:25Þ

Therefore, the chemical reaction rate is described as

d½H2�
dt

¼ ATBexp � EA

RT

� �
½H�2

There is no negative sign because H2 is produced rather than consumed in this
one-way reaction.

From Table 3.1, we can get

A ¼ 0:7� 1016;B ¼ �0:6; and EA ¼ 0

Thus the rate of reaction at T = 3,000 K is

d½H2�
dt

¼ 0:7� 1016 � 3,000�0:6exp �0ð Þ½H�2 ¼ 5:74� 1019½H�2

The solution indicates that molecular hydrogen is produced extremely fast at
high temperature.
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3.3.2 Chemical Equilibrium

Now consider a general reversible reaction aAþ bB $ cC þ dD that starts with a
mixture of A and B without C and D. A and B are thus identified as the reactants and
C + D are the products. At any moment t[ 0, once C and D present, they also react
and produce A and B reversing the process. At microscopic level, reactions proceed
both ways, but at macro level, the concentrations of A and B decrease and those of
C and D increase until they all remain stable, or reached chemical equilibrium state.
The equilibrium state is a dynamic one in which reactant and product concentra-
tions remain constant, not because the reaction stops but because the rates of the
forward and reverse reactions are equal.

Chemical reactions are dynamic in the sense that at any instant changes continue
in a system on a microscopic scale, but everything appears to be constant from a
macro scale point of view. This is called an equilibrium state. A combustion system
has a tendency to reach an equilibrium state. When the combustion conditions such
as pressure and temperature change, extra time is required for the system to rees-
tablish the new equilibrium state.

For the chemical reaction

aAþ bB
kf
$
kb

cC þ dD ð3:26Þ

where kf ; kb are the rate constants for the forward and backward/reverse reactions,
respectively.

By considering both forward and backward reactions, the net consumption rate
of species A becomes

rA ¼ �kf A½ �a B½ �bþkb½C�c½D�d ð3:27Þ

When the reaction is at equilibrium, the reaction rate is zero ðrA ¼ 0Þ. Solving
this equation one can get the equilibrium constant based on concentration, which is
the ratio of the reaction constants

KC ¼ kf
kb

¼ ½C�c½D�d
½A�a½B�b ð3:28Þ

The unit of KC depends on the unit of concentration and the mole difference

Dn ¼ cþ dð Þ � aþ bð Þ; it is ½ �ðcþdÞ�ðaþbÞ.

Example 3.6: Chemical equilibrium constant
At certain temperature, the equilibrium constant is 4.0 for the reaction. All com-
pounds are in gas phase
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COþ 3H2 $ CH4 þ H2O ðR1Þ

What is the equilibrium constant expression and value for the following reaction?

CH4 þ H2O $ Oþ 3H2 ðR2Þ

Solution
According to Eq. (3.28), the equilibrium constant for Reaction R1 is

KC1 ¼ CH4½ �½H2O�
CO½ �½H2�3

¼ 4

Similarly, for R2

KC2 ¼ CO½ �½H2�3
CH4½ �½H2O� ¼

1
KC1

¼ 1
4
¼ 0:25

Chemical equilibrium can also be described in terms of partial pressures of the
gases when all the products are considered as ideal gases. The partial pressure-
based equilibrium constant equation is described as

KP ¼ Pc
CP

d
D

Pa
AP

b
B

ð3:29Þ

According to Dalton’s Law, Eq. (2.40), Pi ¼ yiP, then Eq. (3.29) becomes

KP ¼ ycCy
d
D

yaAy
b
B

Pð Þcþd�a�b ð3:30Þ

With mole fractions yi ¼ ni=n into this equation becomes

KP ¼ ncCn
d
D

naAn
b
B

P
n

� �cþd�a�b

ð3:31Þ

where ni is the mole amount of the ith gas and n is the total mole amount of all the
gases in the reaction system. And n� nA þ nB þ nC þ nDð Þ as there may be other
gases present in the system.

Considering the ideal gas law, PV ¼ nRT ,

KP ¼ nC=Vð Þc nD=Vð Þd
nA=Vð Þa nB=Vð Þb RTð Þcþd�a�b¼ ½C�c½D�d

½A�a½B�b RTð Þcþd�a�b ð3:32Þ
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This equation describes the conversion between KP and KC as

KP ¼ Kc RTð Þcþd�a�b¼ Kc RTð ÞDn ð3:33Þ

where Dn is a general expression of the number of coefficient difference and Dn ¼
cþ dð Þ � ðaþ bÞ for the equilibrium reaction aAþ bB $ cC þ dD.

Example 3.7: SOx chemical equilibrium
Consider a mixture of 64 kg of SO2 and 32 kg of O2 mixed with 56 kg of inert N2 in
a sealed reactor. After ignition the system eventually reaches chemical equilibrium
at temperature T = 1,000 K and pressure P ¼ 2 atm. Assume nitrogen does not
participate in the chemical reactions. If the equilibrium constant (KP) at 1,000 K is
1.8, determine the corresponding chemical mole fractions in the equilibrium
products.

Solution
The mole amount of the mixture before reaction can be determined as follows:

nSO2 ¼
64,000 g
64 g=mole

¼ 1,000mole

nO2 ¼
32,000 g
32 g=mole

¼ 1,000mole

nN2 ¼
56,000 g
28 g=mole

¼ 2,000mole

After ignition the chemical reaction most likely proceed as follows:

SO2 þ 1
2
O2 $ SO3

Since N2 does not participate in the reaction as an inert gas, it works only as a
dilution gas throughout the process. When the final products reach equilibrium, we
assume there is s mole of SO3. Then we can determine the mole amount of other
gases before combustion and after reaching equilibrium by mass balance as follows.

Mole amount nSO2 nO2 nSO3 nN2 Total n

Prior to combustion 1,000 1,000 0 2,000 4,000

At equilibrium after
reaction

1,000 − s 1,000 − 0.5 s s 2,000 4,000 − 0.5 s

The partial pressure-based equilibrium constant can be calculated using
Eq. (3.31)
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KP ¼ nSO3

nSO2
n0:5O2

P
n

� �1�1�0:5

¼ s

ð1,000 � sÞð1,000� 0:5sÞ0:5
2

4,000� 0:5s

� ��0:5

At 1,000 K, KP ¼ 1:8, by iteration we can solve this equation and get

s ¼ 515

So the final mole amount of the species are determined as follows.

SO2 O2 SO3 N2 Total

niðmoleÞ 485 742.5 515 2,000 3742.5

Since chemical equilibrium constant depends on gas temperature, the tempera-
ture of the combustion product mixture has to be known in order to determine the
equilibrium constant. When this information is known, an empirical formula known
as van’t Hoff’s equation [7] can be used for the computation of the partial pressure
based equilibrium constant KP:

d
dT

lnKPð Þ ¼ DHR

RT2 ð3:34Þ

where DHR ¼ the enthalpy of reaction (J/mole) and it generally depends on the
temperature.

Assuming there is no phase change, DHR can be calculated using Eq. (3.53).
When ΔHR is assumed constant over a narrow range of temperature, the inte-

gration of Eq. (3.34) gives a form that is similar to the Arrhenius equation for a
narrow range of temperature

KP ¼ KP0exp
DHR

RT

� �
ð3:35Þ

where KP0 can be determined using a reference temperature such as T0 ¼ 298K.
From this analysis it can also be seen that the components in the combustion is
dependent on the combustion temperature [5]. Therefore, a general form of the
chemical equilibrium constant is

KP ¼ Aexp � B
T

� �
ð3:36Þ

For example, the chemical equilibrium constant of the reaction 1
2N2 þ 1

2 O2 $
NO is
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KP;NO ¼ 4:71exp � 10,900
T

� �
for

1
2
N2 þ 1

2
O2 $ NO ð3:37Þ

Then the chemical equilibrium constants at different temperatures can be cal-
culated. Table 3.2 shows some examples obtained at P ¼ 1atm.

3.3.3 Chemical Equilibrium in Gaseous Combustion
Products

Now consider a general combustion reaction that converts oxygen and fuel (O and
F) into a mixture of different product gases, A, B, … Z. After chemical reactions
there are only reaction products left in the system.

oOþ fF þ � � �|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Reactant
mixutre

! aAþ bBþ cC þ dDþ � � � þ yY þ zZ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Reaction
products

ð3:38Þ

Table 3.2 Equilibrium constants based on partial pressure for chemical reactions

T (K) lnðKPÞ
½O2 + ½N2 $ NO CO2 + H2 $

CO + H2O
CO2 $ CO + ½O2 H2O $ H2 + ½ O2

298 −35.052 −11.554 −103.762 −92.208

500 −20.295 −4.9252 −57.616 −52.691

1,000 −9.388 −0.366 −23.529 −23.163

1,200 −7.569 0.3108 −17.871 −18.182

1,400 −6.27 0.767 −13.842 −14.609

1,600 −5.294 1.091 −10.83 −11.921

1,800 −4.536 1.328 −8.497 −9.826

2,000 −3.931 1.51 −6.635 −8.145

2,200 −3.433 1.648 −5.12 −6.768

2,400 −3.019 1.759 −3.86 −5.619

2,600 −2.671 1.847 −2.801 −4.648

2,800 −2.372 1.918 −1.894 −3.812

3,000 −2.114 1.976 −1.111 −3.086

3,200 −1.888 2.022 −0.429 −2.451

3,400 −1.69 2.061 0.169 −1.891

3,600 −1.513 0.701 −1.392

3,800 −1.356 1.176 −0.945

4,000 −1.216 1.599 −0.542
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At a macroscopic scale, it seems that the combustion process is finished, but at a
microscopic scale, there may be chemical equilibrium established among different
products in the form of, say,

A $ Bþ 1
2
C and 2C þ D $ 3X þ 1

2
Y

These chemical equilibrium reactions determine the actual quantities of the
products, numerically, a; b; c. . .z. With the known equilibrium constants of these
reactions, we can derive the amount of the gas products.

Let us use an example to explain how it works for a fuel rich combustion.

Example 3.8: Fuel rich combustion and chemical equilibrium
Combustion products from the reactant mixture of 1,000 mol of CO2, 500 mol of
O2 and 500 mol of N2 consist of CO2, CO, O2, N2 and NO at 3,000 K and 1 atm.
Determine the equilibrium composition of the combustion product.

Solution
Since the reactant mixture and the product compounds are already known, the
combustion stoichiometry can be described as

CO2þ 1
2
O2þ 1

2
N2 ! aCO + bNO + cCO2þdO2þeN2

with a, b, c, d, e as coefficients to be determined.
From the mass balances for C, O, and N we can set up three equations:

Carbon balance : aþ c þ 1 ð1Þ

Oxygen balance : aþ bþ 2cþ 2d ¼ 3 ð2Þ

Nitrogen balance : bþ 2e ¼ 1 ð3Þ

We need two more equations, which can be obtained from two equilibrium
reactions:

CO2 $ COþ 1=2O2 R1ð Þ

1=2O2 þ 1=2N2 $ NO R2ð Þ

The corresponding chemical equilibrium constants can be found in Table 3.2,
which gives,

KP1 ð3,000KÞ ¼ expð�1:111Þ ¼ 0:3273

KP2 ð3,000KÞ ¼ expð�2:114Þ ¼ 0:1222
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In the combustion products, for a mole of CO, there are b mole of NO, c mole of
CO2, d mole of O2 and e mole of N2, therefore, the mole fraction of the species in
the combustion products can be determined as

yCO ¼ a
aþ bþ cþ d þ e

; yNO ¼ b
aþ bþ cþ d þ e

; yCO2 ¼
c

aþ bþ cþ d þ e

yO2 ¼
d

aþ bþ cþ d þ e
; yN2 ¼

e
aþ bþ cþ d þ e

From the equilibrium chemical reaction CO2 $ COþ 1=2O2, the chemical
equilibrium constant at 1 atm is

KP1 ¼ yco � y1=2O2

yCO2

¼ ad1=2

c
aþ bþ cþ d þ eð Þ�1=2¼ 0:3273 ð4Þ

Similarly, for the second equilibrium reaction ½ O2 + ½ N2 $ NO, its equi-
librium constant

KP2 ¼ yNO

y1=2O2
y1=2N2

¼ b
d1=2e1=2

¼ 0:1222 ð5Þ

From Eqs. (1)–(3), we can get

c ¼ 1� a

d ¼ 1=2ð1þ a� bÞ
e ¼ 1=2ð1� bÞ

Put them into (4) and (5), we can get

a
1� a

1þ a� b
4þ a

� �1=2

¼ 0:3273 ð40Þ

2b

ð1þ a� bÞð1� bÞ½ �1=2
¼ 0:1222 ð50Þ

Solving Eqs. (4′) and (5′) we get

a ¼ 0:3745 b ¼ 0:0675 c ¼ 0:6255 d ¼ 0:6535 e ¼ 0:4663
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Then the mole fraction of each species is determined as follows:

yCO ¼ 0:17; yNO ¼ 0:03; yCO2 ¼ 0:29; yO2 ¼ 0:30; yN2 ¼ 0:21:

3.3.4 The Pseudo-Steady-State Approximation

Many combustion reactions involve free radicals, which are very reactive inter-
mediate species. They are consumed rapidly and present at very low concentration,
but are critical to the combustion reactions. It is important to understand how they
affect the chemical equilibrium and overall rate of constant.

Consider an overall reaction A ! Bþ C, which proceeds through the free
radical of A*. Molecules of A first collide with other molecule (M) that does not
change, to produce free radicals A*, followed by decomposition of A� to Bþ C.
These two step reactions can be described as follows:

AþM
kf 1
$
kb1

A� þM ð1Þ

A� !k2 Bþ C ð2Þ

Note that the first reaction is reversible and the second is one way. The rate of
reaction before reaching equilibrium in terms of A� for the first reversible reaction is

� d A½ �
dt

¼ d A�½ �
dt

¼ �kf 1 A½ � M½ � þ kb1½A��½M� ð3:39Þ

And for the second step, A� is consumed only and the corresponding rate is

d½A��
dt

¼ �k2½A�� ð3:40Þ

The overall consumption rate of [A�] considering both reactions is

d A�½ �
dt

¼ �kf 1 A½ � M½ � þ kb1½A��½M� � k2½A�� ð3:41Þ

Since A* is so reactive that it is consumed almost immediately after its forma-
tion; this is referred to as the pseudo-steady-state approximation [7]. Thereby,
mathematically, the left hand side of the above equation is zero, and it becomes

kf 1 A½ � M½ � � kb1½A��½M� þ k2½A�� ¼ 0 ð3:42Þ
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This approximation allows us to determine the concentration of A*

A�½ � ¼ kf 1 A½ � M½ �
kb1 M½ � � k2

ð3:43Þ

Substituting [A*] into Eq. (3.39) leads to

d A½ �
dt

¼ kf 1k2 A½ � M½ �
kb1 M½ � � k2

ð3:44Þ

Now, the rate of reaction constant k for the overall reaction A!k Bþ C is
determined by

d A½ �
dt

¼ �k½A�

And it gives the overall reaction rate constant as,

k ¼ kf 1k2 M½ �
k2 � kb1 M½ � ð3:45Þ

3.4 Thermodynamics of Combustion System

Temperatures are assumed known in the preceding analyses. In case the tempera-
ture of the combustion product mixture is unknown yet, it has to be determined
from the combination of chemical equilibrium and thermodynamics. Related topics
are briefly reviewed as follows for the readers without related training background.

3.4.1 First Law of Thermodynamics

The first law of thermodynamics is about the conservation of energy; the total
energy of the thermodynamic system and its surrounding environment is conserved.
Physically, the first law states that, for a closed system, the change in the internal
energy is equal to the sum of the amount of heat energy supplied to the system and
the work done by the system on the surroundings. The first law of a combustion
system is mathematically described as

DU ¼ Q�W ð3:46Þ
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where DU ¼ increase in the internal energy of the system (J), Q ¼ heat added to the
system (J), and W ¼ work done by the system on the surroundings (J).

Since combustion takes place in a relatively short period of time, it allows us to
conduct a simplified analysis without complex integration, considering a combus-
tion reaction starting with reactants at state 1 (pressure P1 and temperature T1).
After a constant pressure combustion the products are at state 2 (P2; T2). The system
is at constant pressure (P1 ¼ P2 ¼ P), therefore, work is done by the system on the
surroundings, where W ¼ PðV2 � V1Þ. Applying first law of thermodynamics,

U2 � U1 ¼ Q� PðV2 � V1Þ ð3:47Þ

which leads to the heat produced by the combustion process as

Q ¼ U2 þ PV2ð Þ � U1 þ PV1ð Þ ð3:48Þ

Note that the enthalpy of a system at certain status is defined as

H ¼ U þ PV ð3:49Þ

where H = the total enthalpy of the system (J), U ¼ the internal energy of the
system (J), and V ¼ the volume of the system.

Therefore, the heat added to the system is the total enthalpy difference

Q ¼ H2 � H1 ð3:50Þ

The total enthalpy at status j ¼ 1 or 2 is the summarization of the enthalpy of all
the compounds,

Hj ¼
X

nihiðTjÞ ð3:51Þ

Then Eq. (3.50) becomes

Q ¼
X
P

nihi T2ð Þ �
X
R

nihi T1ð Þ ð3:52Þ

where n ¼ mole amount of the component in fuel–air mixture or the product,
hðTÞ ¼ enthalpy of a component at temperature T in J/mole. Subscripts i;P and R
stand for the ith component, product, and reactant, respectively.

The combustion system can be defined as exothermic, isothermal or endothermic
based on the heat of reaction as follows:

Q\ 0 exothermic reaction
Q ¼ 0 isothermal reaction
Q[ 0 endothermic reaction

8<
:
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When the final temperature of the products is the same as the initial temperature
of the reactants T1 = T2 = T, Eq. (3.52) can be used to define enthalpy of reaction
(DHR), which is defined as the heat per unit fuel (J/mole) released from a com-
bustion. Mathematically, it is described as

DHR Tð Þ ¼ Q
nf

¼ 1
nf

X
P

pihi Tð Þ �
X
R

rihi Tð Þ
" #

ð3:53Þ

Again, the unit of enthalpy of reaction is J/(mole of fuel). It is temperature
dependent. For the reaction of aAþ bB ! cC þ dD that takes place under an
isothermal steady state, its enthalpy of reaction is the enthalpy difference between
the products and the reactants.

3.4.2 Enthalpy Scale for Reacting System

For a reacting system the working fluid changes molecularly from reactants to
products while undergoing a combustion process. The enthalpy of a substance at
condition of (P, T) is h(P, T). The enthalpy of a substance at standard condition is
defined as that at 1 atm and 298 K taking the symbol of h(STP). So,

h P; Tð Þ ¼ h STPð Þ þ h P; Tð Þ � h STPð Þ½ �:

The enthalpy of every element in its natural state at the standard condition is
zero. The enthalpy of all other substances at STP is simply the heat of formation of
the substance, since it is formed from its corresponding elements. For example,

1=2O2ðgÞ þ H2ðgÞ ! H2OðlÞ

Recall that at standard condition (1 atm and 298 K), q ¼ hH2OðlÞ � 1=2hO2ðgÞ�
hH2ðgÞ 	 hof ;H2OðlÞ, i.e., hH2OðlÞ ¼ hof ;H2OðlÞ. The enthalpy of the ith component in a

mixture is

h P; Tð Þ ¼h STPð Þ þ h P; Tð Þ � h STPð Þ½ �
¼hof ;i þ hi P; Tð Þ � hi STPð Þ½ � ð3:54Þ

where hof ;i is the heat of formation of substance i, and the term in the bracket is
sensible enthalpy. Therefore, the enthalpy of the ith component in a mixture is

hiðTÞ ¼ hof ;iþ
ZT

298K

Cp;i dT ð3:55Þ
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where Cp;i is a function of temperature, it can be computed using

Cp;iðTÞ ¼ ai þ biT ð3:56Þ

In this equation, the coefficients ai, and bi, are available in Table A.4, the
approximate thermodynamic data for species of combustion interest [2, 7, 9, 16].
The integration of Eq. (3.55) then leads to

hiðTÞ ¼ hof ;iðT) þ aiðT� T298KÞ þ 1
2
biðT2 � T2

298KÞ ð3:57Þ

The enthalpy of formation, hof , of a compound is defined as the change of
enthalpy that accompanies the formation of 1 mol of compound in its standard state
from its constituent elements in their standard states. This definition indicates that
the products and the reactants are at the standard state. The standard state is referred
to as atmospheric pressure (101.325 Pa) and a temperature of 298 K.

Values for standard heat of formation for different species are tabulated in Table
A.4 (selected from Burcat [2]). More can be found in Perry’s Chemical Engineers’
handbook or similar publications. Table A.4 shows the enthalpy of formation of an
element in its natural state at the standard condition is zero. Enthalpy of formation
can also be determined from their heating values that will be introduced in
Sect. 3.4.3.

3.4.3 Heating Values

When a fuel undergoes combustion with oxygen, energy is released as heat. The
maximum amount of heat is released when the combustion is stoichiometric, where
all the hydrogen and carbon contained in the fuel is converted to CO2 and H2O.
This maximum energy from 1 mol of fuel is called the heat of combustion or the
heating value. Depending on the state of water in the combustion products, the heat
of combustion for fuels is expressed as the higher heating value (HHV) or lower
heating value (LHV). HHV is used when the water in the products is in the liquid
state (hH2O = hl). LHV is used when the water in the products is in the vapor state
(hH2O = hg), and the energy required to vaporize the water is not considered as heat
of combustion.

The conversion between mole based LHV and HHV is thus

LHV ¼ HHV� nH2O

nfuel
hfg ð3:58Þ

where hfg is the latent heat of vaporation of water (J/mole), and nH2O=nfuel gives the
mole amount of water produced by 1 mol of fuel.
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Since a typical flue gas or engine exhaust is at temperature greater than 100 °C,
where water exists as vapor, LHVs are more relevant than HHVs to fuel com-
bustion analysis. The heating values of typical fuels are available in the literature,
for example, Fundamentals of Combustion Processes by McAllister et al. [12].

Table A.5 shows the HHV and LHV of some typical fuels.
The LHV can be related to the enthalpy of formation of a fuel. Enthalpy of

formation is available at certain temperature, typically T = 298 K.

LHV 298Kð Þ ¼ 1
nf

X
R

nih
o
f ;i

� �
�
X
P

nih
o
f ;i

� �" #
¼ DHR 298Kð Þ ð3:59Þ

where the enthalpy of formation of the fuel is used for the calculation of the total
enthalpy of the reactants.

Example 3.9: Heating values
Consider stoichiometric combustion of methane with pure oxygen proceeds as
CH4 þ 2O2 ! CO2 þ 2H2O. The mass-based HHV of methane is 55.65 MJ/kg at
298 K and 1 atm, estimate (a) LHV of CH4, (b) enthalpy of formation of methane.

Solution
The conversion from HHV (MJ/kg) to HHV (MJ/kmole) is needed by considering
the molar weight of the fuel given based on mass, and it can be converted by

HHVðMJ=kmoleÞ ¼HHVðMJ=kgÞ �Mfuel

¼ 55:65ðMJ=kgÞ � 16 ðkg=kmoleÞ
¼ 890:4MJ=kmole at 298Kð Þ

(a) The LHV can be determined by considering the latent heat of vaporization of
water at 298 K, which is hfg ¼ 43:92MJ=kmole.

LHV ¼ HHV� nH2O

nfuel
hfg

¼ 890:4� 2� 43:92 MJ=kmoleð Þ
¼ 802:6 MJ=kmoleð Þ
¼ 802:6 MJ=kmoleð Þ or 50:1MJ=kg

ð3:60Þ

(b) The combustion CH4 þ 2O2 ! CO2 þ 2H2O gives

LHV ¼ nCO2h
o
f ;CO2

þ nH2Oh
o
f ;H2O

� �
� nCH4h

o
f ;CH4

þ nO2h
o
f ;O2

� �
ð3:61Þ
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The enthalpy of formation values can be found in Table A.4

Species hof (298 K) (J/mol) Dhof (298 K) (MJ/kmol)

O2 0 0

CO2 −394.088 −394.1

H2O −242.174 −242.2

Then we have

802:6 ¼ hof ;CH4

� �
� �394:1ð Þ þ 2� �242:2ð Þ½ �

hof ;CH4
¼ 802:6� 394:1� 2� 242:2 ¼ 75:9MJ=kmole

The answer is close to the value of 75 MJ/kmole in Table A.4.

3.5 Adiabatic Flame Temperature

The flame temperature affects the formation of the air pollutants, especially NOx.
Adiabatic flame temperature (AFT) is employed to quantify the flame temperature.
Depending on how the process is completed, constant volume AFT and constant
pressure AFT are used accordingly. The constant volume AFT is the temperature of
the products results from a complete combustion process that takes place without
any work done on the surroundings because the volume of the combustion system
does not change. The constant pressure AFT is the temperature of products of a
complete combustion process that takes place without any heat transfer to the
surroundings, but there is work done on the surroundings.

First of all, for either of the definitions, the combustion system is adiabatic (i.e.,
Q = 0). Therefore, the first law of thermodynamics becomes

DU ¼ W

For this adiabatic system it is clear that the constant volume AFT is the highest
temperature that can be achieved for known mixture of fuel and oxidant, because
work done to the surrounding environment and/or any incomplete combustion
would lower the temperature of the products. Therefore, the constant pressure flame
temperature is lower than that of constant volume process because some of the
energy is utilized to change the volume of the system.
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3.5.1 Constant Pressure Adiabatic Flame Temperature

Considering an adiabatic system with constant pressure complete combustion, the
first law of thermodynamics gives

Q ¼
X
P

nihiðTaÞ �
X
R

nihiðTRÞ ð3:62Þ

where Ta is the constant pressure AFT. The temperature of the products of a com-
plete combustion process can be determined for a given combustion reaction where
ni’s are known for both the mixture of reactants and the combustion products.

The above equation gives Q = 0 for adiabatic flame and

X
R

ni h
o
f ;i þ hiðTRÞ � hið298KÞð Þ

h i
¼

X
P

ni h
o
f ;i þ hiðTaÞ � hið298KÞð Þ

h i
ð3:63Þ

Considering Eq. (3.57), the above equation becomes

X
R

ni aiðTR � 298KÞ þ bi
2
ðT2

R � ð298KÞ2
� �

þ hof ;i

� �

¼
X
P

ni aiðTa � 298KÞ þ bi
2
ðT2

a � ð298KÞ2
� �

þ hof ;i

� � ð3:64Þ

The values of coefficients ai and bi and the heat of formation, hof ;i in the above
equation can be found in Table A.4, and the adiabatic temperature Ta can be
determined mathematically. As a common simplification, the temperature of the
air–fuel mixture before combustion is assumed standard temperature, TR = 298 K.
In this case, Eq. (3.64) above is simplified as

X
R

nih
o
f ;i ¼

X
P

ni aiðTa � 298KÞ þ bi
2
ðT2

a � ð298KÞ2
� �

þ hof ;i

� �
ð3:65Þ

Example 3.10: Adiabatic Flame Temperature
CH4 is pre-mixed with air at 298 K at an equivalence ratio of 1.0 and the com-
bustion is complete. Determine the constant pressure AFT.

Solution
First of all, set up stoichiometric combustion reaction equation using the methods
introduced in Sect. 3.4,

CH4 þ 2 O2 þ 3:76N2ð Þ ! CO2 þ 2H2Oþ 7:52N2

For an adiabatic constant pressure system, with TR = T0 = 298 K, left hand side
(LHS) of Eq. (3.65) is
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LHS ¼ hof ;CH4
þ 2hof ;O2

þ 7:52hof ;N2
ð1Þ

The right-hand side (RHS) of the equation is simplified as

RHS ¼ aCO2ðTa � 298KÞ þ bCO2

2
ðT2

a � ð298KÞ2
� �

þ hof ;CO2

� �

þ 2 aH2OðTa � 298KÞ þ bH2O

2
ðT2

a � ð298KÞ2
� �

þ hof ;H2O

� �

þ 7:52 aN2ðTa � 298KÞ þ bN2

2
ðT2

a � ð298KÞ2
� �

þ hof ;N2

� � ð2Þ

From Table A.4, we can get

Species hof ;i (J/mol) Cp(T) [J/mol K]

ai bi
CO2 −394,088 44.3191 0.0073

H2O −242,174 32.4766 0.00862

N2 0 29.2313 0.00307

O2 0 30.5041 0.00349

CH4 −74,980 44.2539 0.02273

With these values

LHS ¼ � 74,980(J/mol)

RHS ¼ 44:3191ðTa � 298Þ þ 0:0073
2

ðT2
a � ð298KÞ2

� �
� 394.088

� �

þ 2 32:4766ðTa � 298KÞ þ 0:00862
2

ðT2
a � ð298KÞ2

� �
� 242:174

� �

þ 2ð3:76Þ 29:2313ðTa � 298KÞ þ 0:00307
2

ðT2
a � ð298KÞ2

� �
þ 0

� �

Equating LHS and RHS we have

0.02387 T2
a þ 330:26 Ta � 903994 ¼ 0

Solving this equation we can get, Ta = 2341 K; Another root Ta = −16.177 K is
ignored because it is physically wrong. So the estimated AFT is

Ta ¼ 2,341K

Note that, with this high temperature, it is no longer reasonable to assume that
nitrogen does not react with oxygen. We can proceed with the calculation for better
accuracy by considering the knowledge to be introduced in Sect. 7.7.1.
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3.5.2 Constant Volume Adiabatic Flame Temperature

For an adiabatic constant volume combustion process the work done is zero to the
surroundings. The first law of thermodynamics gives

Q ¼
X
P

niUiðTaÞ �
X
R

niUiðTRÞ¼ 0 ð3:66Þ

From h = U + PV = U +RT, one can get U = h − RT. And the above equation
becomes X

P

niðhiðTaÞ � RTaÞ ¼
X
R

niðhiðTRÞ � RTRÞ ð3:67Þ

or

X
P

ni h
o
f ;i þ hiðTaÞ � hiðT0ð Þ � RTa

h i
¼

X
R

ni h
o
f ;i þ hiðTRÞ � hiðT0Þð Þ � RTR

h i
ð3:68Þ

Reorganizing the formula leads to

X
P

nihiðTaÞ ¼
X
R

ni hiðTRÞ � hiðT0ð Þ
" #

�
X
P

nih
o
f ;i �

X
R

nih
o
f ;i

" #

þ
X
P

nihiðT0Þ
" #

þ
X
p

niRTa �
X
R

niRTR

" # ð3:69Þ

There is an extra term in the last bracket compared to the formula for constant
pressure AFT. This term is positive because the flame temperature is always greater
than that of the reactants. Therefore, mathematically it shows that the constant
volume AFT is greater than the constant pressure one. The AFT is lower for
constant pressure process since there is work done on the surroundings.

3.6 Practice Problems

1. Determine the stoichiometric air/fuel mass ratio and product gas composition
for combustion of heptane (C7H16) in dry air.

2. Determine the stoichiometric air required for the combustion of butane in kg of
air per kg of fuel.
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3. Propane is burned in dry air at an equivalence ratio of 0.85. Determine,

a. air/fuel mass ratio
b. product gas composition

4. Ethane is burned with 50 % excess air. Determine

a. air/fuel molar ratio
b. equivalence ratio of the mixture

5. Octane (C8H18) is burned with 25 % excess air. Determine

a. stoichiometric and actual air/fuel ratio, both on a mole and mass basis
b. equivalence ratio of the mixture

6. Ethylene (C2H4) is burned in air at an equivalence ratio of 0.75. Determine
constant pressure AFT. Both fuel and air are initially at temperature of 298 K.

7. Acetylene (C2H2) is burned in air at an equivalence ratio of 0.91. Determine
constant pressure AFT by assuming that both fuel and air are initially at tem-
perature of 298 K.

8. Determine which is a better fuel methanol (CH3OH) or methane by comparing
their constant pressure AFTs. Assume that fuel and air are initially at 298 K and
equivalence ratio is 1 in both cases. Given that enthalpy of formation of liquid
methanol at 298 K is –239,000 J/mole.

9. A fuel oil contains 88 % carbon and 12 % hydrogen by weight. Its HHV is
46.4 × 106 J/kg. Determine the effective chemical formula and enthalpy of
formation for this fuel.

10. Determine the stoichiometric air to fuel ratio for a fuel containing 50 % by
weight octane (C8H18), 25 % by weight methanol (CH3OH), and 25% by
weight ethanol (C2H5OH), in kg of air per kg of fuel.

11. Consider a fuel having formula C5H5N is burned completely to CO2, H2O, and
NO. Assume that there is no formation of thermal NO. Calculate the stoichi-
ometric amount of air required in kg of air per kg of fuel and only NO in
products.

12. Calculate the stoichiometric amount of air required (in kg of air per kg of fuel)
when one mole of C5H10S is burned completely and SO2 in products.

13. Consider the reaction N2 + O2 ↔ 2NO. Calculate the equilibrium concentration
of NO (in ppmv) for a flue gas. The flue gas composition is 79 % N2, 6 % O2,
7 % CO2 and 8 % H2O at temperature of 1,500 K and pressure of 1 atm. Given
Kp = 1.1 × 10−5.

14. NO and NO2 formation in flames can be represented by the following two
reactions:

N2 þ O2 $ 2NO R1ð Þ

NO þ 1=2 O2 $ NO2 R2ð Þ
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Calculate the equilibrium concentrations of NO and NO2 in ppmv for air that is
held at 1,500 K long enough to reach equilibrium. Given Kp for R1 and R2 are
1.1 � 10−5 and 1.1 � 10−2, respectively.

15. Consider a fuel having formula C10H20 NS is burned completely to CO2, H2O,
NO, and SO2. Assume that there is no formation of thermal NO. Calculate the
stoichiometric amount of air required in kg of air per kg of fuel.

16. Calculate the equilibrium concentration of sulfur trioxide in ppm when 500 mL
of sulfur dioxide is mixed with 999.500 mL of air. Assume T = 1000K and
P = 2 atm.

17. Calculate the equilibrium concentrations of NO and NO2 in ppmv from the
following two reactions:

N2 þ O2 $ 2NO R1ð Þ

NO þ 1=2 O2 $ NO2 R2ð Þ

The reactions take place in air at temperature of 2,200 K. Given Kp for R1 and
R2 are 3.5 × 10−3 and 2.6 × 10−3, respectively.

18. A car is driven 10,000 miles/year on gasoline. Assume that its milage is 22
miles per gallon (MPG). The gasoline weighs 6.0 pounds/gallon and contains
85 % carbon by weight. Determine the amount of carbon dioxide emitted per
year.

19. Consider constant pressure complete combustion of stoichiometric liquid
butane (C4H10)-air mixture initially at 298 K and 1 atm. Estimate the AFT.

20. Calculate the stoichiometric air required for the complete combustion of
C11H22N to CO2, H2O and NO (assuming no thermal NO is formed) in kg of air
per kg of fuel.

21. Under certain conditions, a thermochemical conversion (TCC) process pro-
duced a liquid fuel that contains 80 % by mass carbon and 20 % by mass
hydrogen. This fuel is then burned in dry air at an equivalence ratio of 1.0.
initial temperature of the air–fuel mixture is at T0 = 298 K and 1 atm.

(a) Determine the formula of this fuel
(b) Determine the AFT assuming complete combustion.

22. Consider combustion of a mixture of 1 mol of CH4 mixed with air at stoi-
chiometric condition. The flame temperature is measured to be 2,000 K and the
pressure is 1 atm. Assume that only the following gases, CO2, CO, H2O, H2, O2

and N2, present in product. Determine the mole amount of CO2 produced
through this combustion process, when only the following two equilibrium
reactions are considered:

CO2 þ H2 $ CO þ H2O

CO2 $ COþ 1=2 O2
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Chapter 4
Properties of Aerosol Particles

As a counterpart of Chap. 2, this chapter covers the basic properties and dynamics
of aerosol particles. An aerosol is a mixture of solid particles and/or liquid droplets
suspended in a gas. The gas phase can be air or other gases. In air pollution studies,
we can also call it particulate matter. In this book, particulate matter (PM) is
interchangeable with aerosol without examining their fine differences. The particles
can be either solid aerosol particles or liquid droplets with little deformation or
evaporation.

This chapter starts with classic particle dynamics followed by basic terms that
are widely used in air emission engineering including aerodynamic diameter,
equivalent diameters, Stokes number, Stokes law, adhesion and reentrainment of
particles, and diffusion of particles in the air. At the end, particle size statistics and
dynamics are introduced.

4.1 Particle Motion

It is important to analyze the behavior of particles in various force fields, which
guides the design and operation of many particulate air pollution control devices. In
most of the cases, the particle is subject of at least two forces acting along opposite
directions, one is parallel and another opposite to the direction of motion. The latter
is the resistance of the surrounding gas to the particle in motion.

4.1.1 Particle Reynolds Number

In particle dynamics, the particle Reynolds number follows similar definition except
that characteristic length is the particle diameter, dp, and that the velocity in Eq. (2.69)
is replaced with the magnitude of the velocity (speed) of gas with respect to that of the
particle, u� vj j.
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Rep ¼
qgdp u� vj j

l
ð4:1Þ

In this equation, the density is the gas density and subscript g is added in order to
differentiate it with the density of solid particles. With a coordinate fixed on the
moving particle, u� vj j should always be a positive quantity.

The particle Reynolds number can be used to estimate the flow condition around
the particles. There are four regime for particle dynamics as follows.

Stokes regime : Rep\1
Transient regime : 1\Rep\5
Turbulent regime : 5\Rep\1000
Newton's regime : Rep [ 1000

8>><
>>:

For Stokes regime, the flow around the particle is laminar and the frictional force
is dominant over the inertia force. In the transient regime, the flow around the
particle starts to develop turbulence, both inertial and frictional forces are important.
In the turbulent regime, the flow around the particle is turbulent and drag decreases
with Rep. The flow around the particle becomes highly turbulent when Rep [ 1000
and the drag is considered constant, and the inertial force is dominant.

4.1.2 Stokes’ Law

Stokes’ law is derived from the Navier-Stokes equations, which are nearly
insolvable due to the nonlinear partial differential equations. Stokes solved these
equations with the following assumptions:

(1) The inertial forces are negligible compared with the viscous forces.
(2) There are no walls or other particles nearby. Because of the small size of

airborne particles, the fraction of the particles near a wall is negligible.
(3) The particle is a rigid sphere. This means that there is a limitation of Stokes

law for liquid droplets or soft particles.
(4) The fluid is incompressible. When the fluid is a gas, say air, the assumption

does not imply that air is incompressible, but that it does not compress near the
surface of the particle. This is equivalent to assuming that the relative velocity
between the gas and the particle is much less than the speed of sound, and it is
valid for airborne particles.

(5) There is no slipping between the fluid and particles i.e., the fluid velocity at the
particle’s surface is zero. When the relative velocity is not zero, a correction is
needed.

(6) The motion of the particle is constant.
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With the first assumption, the drag force on the moving particle can now be
described by

FD ¼ 3pldp u� vj j ð4:2Þ

where u is the velocity of air and v is that of the particle.
In Stokes regime, the resistance experienced by a moving particle in a gas is

described by the above equation. In practice, this equation is not perfect. When
particle Rep ¼ 1:0, the error is 12 %. The error can be reduced to 5 % at a Rep ¼ 0:3.

The same drag force can also be calculated using Eq. (4.3),

FD ¼ CD
1
2
qu21

� �
A ð4:3Þ

which was derived from Newton’s law. Substituting the cross-section area (or
rigorously, the frontal area) A ¼ pd2p=4 into Eq. (4.3) leads to

FD ¼ CD
1
2
qg u� vð Þ2

� �
1
4
pd2p

� �
ð4:4Þ

Comparing Eqs. (4.2) and (4.4), we can get the drag coefficient in the Stokes
regime,

CD ¼ 24l
qgdp u� vj j ¼

24
Rep

ð4:5Þ

This is the equation for the dashed straight-line portion at the up-left corner of
Fig. 2.4. Note that when we first introduced Fig. 2.4 and Eq. (4.3), we assumed the
solid phase (the sphere) is static and only air moves around the sphere. It would be
easy to understand the concepts in this section by assuming air is quiescent and only
the aerosol particle is moving. Indeed u� vj j represents the relative motion of
particle with respect the air.

Overall, for spherical particles, the following relationships can be used to esti-
mate drag coefficient.

CD ¼
24
Rep

Rep � 1
Rep
24 1þ 0:15Re0:687p

� �
1\Rep � 1000

0:44 Rep [ 1000

8><
>: ð4:6Þ

4.1.3 Dynamic Shape Factor

In the Stokes’ analysis above, the particles were assumed rigid spheres. But in
reality, most of the particles are nonspherical. Being cubic, cylindrical, crystal, or
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irregular. The shape of a particle affects its aerodynamic behavior by influencing its
drag resistance. Therefore, a correction factor called the dynamic shape factor is
necessary to correct the Stokes’ law.

The dynamic shape factor, taking symbol Sf herein, is defined as the ratio of the
actual drag force of the nonspherical particle to the drag force of a sphere having the
same volume and velocity as the nonspherical particle. The dynamic shape factor Sf
is then given by

Sf ¼ FD

3pl u� vj jde ð4:7Þ

which gives the drag on a nonspherical particle in Stokes regime as

FD ¼ 3pl u� vj jdeSf ð4:8Þ

where de is the equivalent volume diameter. It is the diameter of a sphere having the
same volume as that of the nonspherical particle. Note that the shape factor is 1 for
spherical particles. Most of the dynamic shape factors are greater than 1.0.

Dynamic shape factors are usually determined experimentally by measuring the
settling velocity of geometric models in liquids. For irregular particles, settling
velocities were measured indirectly using the elutriation devices [11]. An elutriation
device separates particles based on their size, shape and density.

4.1.4 The Knudsen Number and Cunningham Correction
Factor

An important assumption of the Stokes’ law is that there is no slipping between the
gas and the aerosol particles. It is also referred to as continuum flow. However,
when the particle is getting smaller and smaller, approaching the mean free path of
the gas molecules, this assumption of continuum transport is no longer valid. The
dimensionless parameter that defines the nature of the aerosol is the Knudsen
number (Kn), which is the ratio of gas mean free path to particle radius.

Kn ¼ 2k=dp ð4:9Þ

When Kn � 1, the particle diameter is much greater than the mean free path of
the gas, and the particle is in the continuum regime. This applies to the preceding
analyses. On the other hand, when Kn � 1, the particle size is much smaller than
the gas mean free path, and its behavior is like a gas molecule. The particle size
between these two extremes defines the transition regime.

When the system is in noncontinuum regime, Cunningham correction factor
(Cc), is used to correct the drag force.
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FD ¼ 3pldp u� vj j
Cc

ð4:10Þ

The Cunningham correction factor for aerosol particles can be determined using
the following equation recommended by Allen and Raabe [2]

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �
ð4:11Þ

where k is the gas mean free path that was introduced in Sect. 2.1.7.
There are several alternative equations for the Cunningham correction factor,

differing only in the numerical factors. For example, Whitby et al. [28] (cited by
Otto et al. [19]) used a formula as

Cc ¼ 1þ 1:392Kn1:0783 ð4:12Þ

And Flagan and Seinfeld [9] give a more complex one as follows.

Cc ¼
1þ 1:257Kn � 1:0 Kn\0:001
1þ Kn 1:257þ 0:40 exp � 1:10

Kn

� 	
 �
0:001\Kn\100

1þ 1:657Kn Kn[ 100

8<
: ð4:13Þ

Equation (4.11) is used in this book unless otherwise specified. However,
readers are suggested to choose the equations in accordance to their specific
applications.

Both Knudsen number and Cunningham correction factor are dimensionless
parameters. Since the theoretical value of Cc is always greater than 1, the drag force
experienced with slipping effect considered is always smaller than the value cal-
culated with nonslipping assumption.

For a small particle with irregular shape, both slip factor and shape factor are
supposed to be considered for particle dynamics analysis. However, the task is so
complicated that it outvalues the outcome. In air emission engineering, it is well
acceptable to use the approximate factor calculated for the equivalent volume
sphere for most irregular particles. The slip factor for randomly oriented fibers
(L=d\20) is 0–12 % greater than that for the equivalent volume sphere. Drag
coefficients of different particle shapes are available in the literature (e.g., [12, 15]).

4.2 Rectilinear Particle Motion

Steady rectilinear particle motion is the simplest yet important type of particle
motion in particle dynamics. It is the foundation for the mechanisms of particle
separation from air stream, namely particulate air pollution control.
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4.2.1 Particle Acceleration

Consider a particle with constant massm that is released in quiescent air with an initial
velocity of zero. Newton’s second law of motion must hold at any instant t[ 0.

X
~F ¼ m

d~vðtÞ
dt

ð4:14Þ

where ~vðtÞ is the particle velocity in the static air at time t, and the mass of the
particle is considered as a constant when there is no evaporation or growth. In this
case only two forces, a constant force of gravity and a drag force, act on the falling
particles. The drag force depends on the particle velocity at any instant, ignoring
additional acceleration of the surrounding air.

At any instant, the drag force is given by Stokes’ law. Taking the positive
direction downward, the above vector equation can be described using magnitudes

X
F ¼ mg� FD ) mg� 3pldpvðtÞ

Cc
¼ m

dvðtÞ
dt

ð4:15Þ

Note that in this equation we ignored the bouyant force. This is valid for typical
condtions, when the aerosol particle density is much great than that of the air.

Rearranging the above equation and integration with the initial condition of v = 0
at t = 0 leads to

3pl dp
mCc

� �Z t

0

dt ¼ �
Zv tð Þ

0

dvðtÞ
vðtÞ � mgCc

3pldp

� �h i ð4:16Þ

Integrating both sides and replacing m with 1
6pqd

3
p leads to

� t
qpd2pCc

18l

� � ¼ ln

qpd
2gCc

18l � vðtÞ
qpd2gCc

18l

0
@

1
A ð4:17Þ

If we define a constant

s ¼ qpd
2
pCc

18l
ð4:18Þ

then we get the settling velocity of the particle, vðtÞ, at any time, t.

vðtÞ ¼ gs 1� exp � t
s

� �h i
ð4:19Þ
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This equation shows that when t approaches infinity, the settling speed of the
aerosol particle approaches a constant, which is the maximum speed that the par-
ticle can reach. In aerosol dynamics, this maximum speed is called terminal setting
velocity, denoted by vTS.

vTS ¼ vðt ! 1Þ ¼ gs ¼ qpd
2
pgCc

18l
ð4:20Þ

Then Eq. (4.19) can be simplified as

vðtÞ
vTS

¼ 1� exp � t
s

� �
ð4:21Þ

This equation gives the speed vðtÞ of a particle at any time t after it is released in
still air in a gravitational field.

Figure 4.1 is produced using Eq. (4.21) above. It shows that the particle reaches
95 % of its terminal settling speed when t = 3s. However, from a practical point of
view, within ±5 % error the particle speed reaches vTS when t is 3τ and after that it
remains constant.

As shown in Table 4.1, particles having aerodynamic diameters less than or
equal to10 μm, reach their terminal speed in less than 1 ms. Even a l00 μm particle
reaches its terminal speed in less than 0.1 s. Therefore, it is acceptable to assume
that a particle reaches its terminal speed instantly with a negligible error.

Since we can use 95 % of the maximum settling speed to represent its terminal
settling speed, the terminal settling speed equation can be simplified as

vTS ¼ qpd
2
pgCc

18l
ð4:22Þ

Note that for a particle with irregular shape the shape factor has to be taken into
consideration. The analysis is identical to that for spherical particles. The terminal
settling velocity becomes

0
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Fig. 4.1 Dimensionless
speed versus dimensionless
time for an accelerating
particle
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vTS ¼ qpd
2
e gCc

18lSf
ð4:23Þ

Example 4.1: Terminal settling time
Consider a spherical glass particle with a diameter of 30 μm and a density of
2,500 kg/m3 is released from rest in still air. How long it will take to reach its
terminal velocity?

Solution
From dp ¼ 30 lm, qp = 2,500 kg/m3, and l ¼ 1:81� 10�5 Pa s, we can get

Kn ¼ 2k=dp ¼ 2� 0:066 lm
30 lm

¼ 0:0044

Since 0:001\Kn\100, the Cummingham correction factor is calculated using

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �

¼ 1þ 0:0044 1:142þ 0:558 exp � 0:999
Kn

� �� �
¼ 1:055

The time it takes for the particle to reach its terminal speed is,

t ¼ 3s ¼ 3
qpd

2
pCc

18l

 !
¼ 3

2500 � 30 � 10�6
� 	2

1:055
18 � 1:81 � 10�5

 !
¼ 0:0073 s

Example 4.2: Sneezing droplet settling
Scientific research results indicated the total average size distribution of the droplets
by coughing was 0.58–5.42 μm, and 82 % of droplet nuclei were centered in
0.74–2.12 μm.A spherical droplet with a diameter of 5 μmand density of 1,000 kg/m3

is discharged from the mouth horizontally in still air.

Table 4.1 Time required for particles of standard density to reach their terminal velocity at
standard conditions

Particle diameter,
dp (μm)

95 % of its maximum settling speed,
0:95vTS (m/s)

Time to reach 0:95vTS
t ¼ 3s

0.01 0.0000001 0.0000000

0.1 0.0000008 0.0000003

1 0.0000331 0.0000107

10 0.0028980 0.0009329

100 0.2863625 0.0921817
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If the mouth is about 1.5 m above the floor, how long would it take for the 5-μm
droplet to settle down to the floor.

Solution Given dp = 5 μm, ρp = 1,000 kg/m3, and μ = 1.81 × 10−5 Pa s,we can get,

Kn ¼ 2k=dp ¼ 2� 0:066 lm
5 lm

¼ 0:0264

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �
¼ 1:033

t ¼ 3s ¼ 3
qpd

2
pCc

18l

 !
¼ 3

1000 � 5 � 10�6
� 	2�1:0333

18 � 1:81 � 10�5

 !
¼ 0:00024 s

vTS ¼ qpd
2gCc

18l
¼ 1000� 5� 10�6

� 	2�9:81� 1:033
18� 1:81� 10�5 ¼ 0:000753 m=s

Dt ¼ H
vTS

¼ 1:5 m
0:000753 m/s

¼ 1992 s ¼ 33 min

It could be much slower for a smaller particle.

4.2.2 Settling at High Reynolds Numbers

The particle motion is in Newton’s regime for Re[ 1:0 and the corresponding
settling speed in a gravitational field can be determined by equating the drag force
and the force of gravity, which gives

vTS ¼ 4qpdpg

3CDqg
ð4:24Þ

where the drag coefficient CD was introduced before. However, it is not straight-
forward to find vTS using this equation. Because CD depends on the particle Rey-
nolds number. It cannot be determined without knowing vTS. One way to solve this
problem is an iterative solution obtained by substituting an initial guess of vTS into
the above equation and by trying different values of vTS until the solution converges
with a desired accuracy.
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4.2.3 Aerodynamic Diameter

Aerodynamic diameter (da) is an equivalent diameter that finds many applications
in aerosol characterization and particulate emission control. It is defined as the
diameter of a spherical particle with a standard density of 1,000 kg/m3 that has the
same settling velocity as the real particle, when both of them present in the same
gravitational field.

Figure 4.2 illustrates the aerodynamic diameter of an irregular particle. Imagine
two particles, one is spherical with a standard density (ρo) and a diameter (da) and
another is nonspherical, are released in the same calm air. They have the same
aerodynamic diameter if they fall with the same settling velocity. In another word,
the aerodynamic diameter of the nonspherical particle is da.

For the same gravitational settling velocity, it can be written in terms of aero-
dynamic diameter and equivalent geometric diameter as

vTS ¼ qpd
2
e gCc

18lSf
¼ q0d

2
agCc

18l
ð4:25Þ

where q0 is the standard particle density, 1,000 kg/m
3, which is the same as water at

normal condition.
The aerodynamic diameter of a particle is the key particle property for evaluating

or comparing the performances of different types of particulate air cleaners, as to be
introduced later in this book. Many particulate matter emission control devices, such
as cyclones and filters, separate particles from the gas/air stream aerodynamically.

Fig. 4.2 An irregular particle and its equivalent volume diameter and aerodynamic diameter
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Consequently, it is not necessary to know the physical size, shape or density of a
particle if its aerodynamic diameter is determined.

From the above equation, one can get the formula for aerodynamic diameter,

da ¼ de
qp
q0Sf

� �1=2
ð4:26Þ

Example 4.3: Aerodynamic diameter
Estimate the aerodynamic diameter of a spherical steel particle with a geometric
equivalent diameter de = 10 μm and ρp = 8,000 kg/m3.

Solution
Since the particle is spherical, its shape factor, Sf = 1

da ¼ de
qp
q0Sf

� �1=2

¼ 10 � 10�6 8000
1000 � 1

� �1=2

¼ 2:83 � 10�5m ¼ 28:3lm

For a particle with this great density, its aerodynamic particle diameter is much
greater than its geometric equivalent diameter.

4.2.4 Curvilinear Motion of Aerosol Particles

Curvilinear motion is a motion when a particle follows a curved path. A classic
example of curvilinear motion is the projectile of a particle with a horizontal initial
velocity in the still air. It is more complicated for a particle-air mixture that flows
around an obstacle. Very small particles with negligible inertia tend to follow the
gas while large and heavy particles tend to continue in a straight line due to the
great inertia.

The inertia of a particle in curvilinear motion is characterized by the Stokes
number (Stk), like the Reynolds number in fluid mechanics for the characterization
of a fluid flow. The Stokes number is defined as the ratio of the stopping distance of
a particle to a characteristic dimension of the obstacle.

Stk ¼ su0
dc

¼ qpd
2
pCcu0

18ldc
ð4:27Þ

where the characteristic dimension dc in the above equation can be defined dif-
ferently according to applications. And the definition of Stokes number may be
application specific. u0 is the undisturbed air speed. In standard air, a particle with
Stk ≫ 1.0 will continue in a straight line as the fluid turns around the obstacle. But
for a particle with Stk ≪ 1, it will follow the fluid streamlines closely.

4.2 Rectilinear Particle Motion 101



Example 4.4: Stokes number
Estimate the Stokes number of a 1 μm spherical particle with a density of 8,000 kg/m3

in an air flowing at 1 m/s normal to a cylinder of diameter 10 cm, assuming standard
conditions.

Solution
Given de = 1 μm, uo = 1 m/s, dc = 10 cm, ρp = 8000 kg/m3, we get

Kn ¼ 2k=dp ¼ 2k=de ¼ 2� 0:066=1 ¼ 0:132

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �
¼ 1:166

Stk ¼ qpd
2
pCcu0

18ldc
¼ 8000� 1� 10�6

� 	2�1:166� 1
18� 1:81� 10�5 � 0:1

¼ 2:86� 10�4

Note that the geometric diameter is used in calculating the Knudsen number
because Kn is a geometric ratio rather than an aerodynamic property.

The small Stokes number indicates that this particle follows the air under
standard conditions and it is difficult to separate the particle from the air simply by
inertia. However, it is feasible under other conditions, when the particle viscosity is
reduce and the particle Cunningham correction factor is enhanced by great air mean
free path. In-depth analysis will be introduced in Chap. 13.

4.2.5 Diffusion of Aerosol Particles

Diffusion of gas borne particles takes place when there is a gradient of particle
concentration in the space. It results in a net transport of particles from a region of
higher concentration to that of lower concentration. The transport flux of the gas
borne particles is defined by Fick’s first law of diffusion. In the absence of external
forces, Fick’s law is the same as that for gases,

J ¼ �Dp
dn
dx

ð4:28Þ

where J = flux of particles, expressed in terms of the number of particles per unit
area per unit time (#/s•m2), Dp = diffusivity of the particles in the gas (m2/s), and
dn=dx = gradient in number concentration of particles (1/m).
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The diffusion coefficient for an aerosol particle is given by the Stokes-Einstein
equation [12].

Dp ¼ kTCc

3pldp
ð4:29Þ

The particle diffusion coefficient has a unit of m2/s. For large particles when
Cc ¼ 1, the particle diffusion coefficient is inversely proportional to the particle
size. For smaller particles when the slip effect becomes significant, Dp approaches a
value that is inversely proportional to d2p , which is very similar to the diffusion
coefficient for gas molecules. This is because the behavior of finer particles
approaches that of gas molecules.

Example 4.5: Particle diffusion coefficients
Calculate the diffusion coefficients for 100 nm and 10 μm particles at standard
conditions.

Solution
We know that k ¼ 1:3806� 10�23kg• m2/(s2 K), T = 288 K; λ = 66 nm.

Case I For particles with dp ¼ 100 nm

Kn ¼ 2k=dp ¼ 2k=de ¼ 2� 66=100 ¼ 1:32

Cc ¼ 1þ Kn 1:257þ 0:40 exp � 1:10
Kn

� �� �
0:001\Kn\100

Cc ¼ 1þ 1:32 1:257þ 0:40 exp � 1:10
1:32

� �� �
� 2:66

The particle diffusion coefficientDp ¼ kTCc

3pldp

¼ 1:3806 � 10�23 � 288 � 2:66
3p � 1:81 � 10�5 � 100 � 10�9

¼ 6:21 � 10�10m2=s

Case II For particles with dp = 10 μm, repeat the calculation and we get

Cc ¼ 1:0166

Dp ¼ kTCc

3pldp
¼ 1:3806 � 10�23 � 288 � 1:0166

3p � 1:81 � 10�5 � 10� 10�6 ¼ 2:33� 10�17m2=s
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4.2.6 Particle Deposition on Surface by Diffusion

As introduced above, most of the fine particles adhere when they impact on a
surface. In this case, the particle concentration in the space where the surface is can
be assumed to be zero and there is a concentration gradient established in the region
near the surface. This results in a continuous diffusion of particles to the surface and
a gradual decrease in particle concentration in the gas.

Consider a plane vertical surface that is immersed in a large space filled with gas
and particles. It can be assumed that the gas velocity near the surface is zero. Then
the rate at which particles are removed from the space, by deposition onto the
surface can be determined following the analysis below. Let x be the horizontal
distance from the surface. Then the particle concentration, n(x, t), in the space at x at
any time t, must satisfy Fick’s second law of diffusion.

dn
dt

¼ �Dp
d2n
dx2

nðx; 0Þ ¼ n0 for x[ 0
nð0; tÞ ¼ 0 for t[ 0

� 
ð4:30Þ

It is assumed that the initial particle concentration in the entire space is n0. The
boundary condition of nð0; tÞ ¼ 0 is based on the assumption that all particles will
adhere on the surface once they come into contact. The general solution of this
equation is

nðx; tÞ ¼ n0ffiffiffiffiffiffiffiffiffiffi
pDpt

p Zx
0

exp � z2

4Dpt

� �
dz ð4:31Þ

where z is the dummy variable for integration.
Then the concentration gradient at the surface, dn/dx at x = 0, is

dn
dx

����
x¼0

¼ d
dx

n0ffiffiffiffiffiffiffiffiffiffi
pDpt

p Zx
0

expð� z2

4Dpt
Þdz

2
4

3
5
������
x¼0

¼ n0ffiffiffiffiffiffiffiffiffiffi
pDpt

p ð4:32Þ

The rate of deposition of particles onto a unit area of surface at any time, t, is
then described as

J ¼ �Dp
dn
dx

jx¼0 ¼ �n0

ffiffiffiffiffiffi
Dp

p t

r
ð4:33Þ

Integrating over time in this equation from 0 to t, the cumulative number of
particles, N(t), deposited per unit area of surface is
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NðtÞ ¼
Z t

0

n0

ffiffiffiffiffiffi
Dp

pz

s
dz ¼ 2n0

ffiffiffiffiffiffiffi
Dpt
p

r
ð4:34Þ

where N(t) has a unit of (#/m2).
Again, z is the dummy variable for integration. In engineering practice, there is

always limited space for containers, and therefore, this equation can only be used to
set the upper limit of losses to the walls of the container.

The preceding analyses were based on the properties of a single particle without
considering the particle size distribution. The same principles may be applied to a
group of particles with a uniform size well dispersed in air, which is referred to as
monodisperse aerosol.

4.3 Particle-Surface Interaction

The particle is subjected to adhesion force between the particle and the solid surface
and pull-off force. When the adhesion force is greater than or equal to the pull-off
force, the particle adhere to the surface, otherwise, the particle leaves the surface.
The former is called attachment and the latter reentrainment. The adhesion force is
primarily the van der Waals force between two rigid spheres [3] and the pull-off
force can be quite different including, but are not limited to, drag, shear, and
impaction from other aerosol particles.

Unlike a gas molecule, most aerosol particles, especially the submicron sized
ones, attach firmly to a surface they come in contact. When the particle comes in
contact with another particle, both particles adhere to each other, and the process is
referred to as coagulation. Various particle separation devices such as fiber filters
are designed to separate particles from the gas stream by taking advantage of the
adhesion. It is especially important for submicron particles because the adhesive
forces on submicron particles exceed other common forces by orders of magnitude.

Closely related to adhesion of particles are the processes of resuspension and
reentrainment. They are important for the buildup and removal of particles on
surfaces. For example, for fugitive dust emissions caused by vehicles on paved and
unpaved roads.

Wang et al. [27] investigated the resuspension of micron sized particles
(0.4–10 μm) from a flat surface simulating a ventilation duct. The results in Fig. 4.3
show that the resuspension rate depends on the time, air speed, and the particle size.
In-depth analyses suggest that more particles slide and roll off rather than being
lifted into the air flow.

Not all airborne particles adhere to the surfaces in contact. It depends on the
properties of both the particle and the surface, and the nature of the impact between
the particle and the surface. A large solid particle impacting a hard surface at high
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velocity can rebound from the surface. When the speed of the particles is great
enough, part of its kinetic energy is dissipated in the deformation process during the
particle-surface impact, and part is converted elastically to kinetic energy of
rebound. If the rebound energy exceeds the energy required to overcome the
adhesive forces, the particle will bounce away from the surface rather than adhering
to it.

Particle bounce has been studied for solid particle from impactor and fibrous
filters. Overall, the bounce is likely to take place for the large particles of hard
materials traveling at a great speed. In addition, the roughness of the surface plays
an important role. Bouncing does not occur for droplets of liquid or easily deformed
materials. The coating of surfaces with oil improves particle adhesion but reduces
the bounce. On the other hand, when particles are are small enough, they also may
rebound because of the high thermal speed. This is called thermal rebound (see
Chap. 14).

4.4 Particle Coagulation

Particle size distribution in the air is constantly changing over time, primarily
because of coagulation. When particles collide on each other by certain mecha-
nisms, they may attach to each other by the van de Waals force and form larger
ones. This phenomenon is referred to as particle coagulation or agglomeration or
coalescence. The mechanisms for particle coagulation may include, but are not
limited to, Brownian motion, collision, electrostatics, gravity, and gas phase
turbulence.

Many models have been developed for aerosol particle coagulation and they are
available in the literature. Most of them are based on the classic Smoluchowski [23]
equation (Cited by Geng et al. [10]), by ignoring evaporation and condensation.

0

1E-09

2E-09

3E-09

4E-09

5E-09

3.5 5.5 7.5
R

es
us

pe
ns

io
n 

ra
te

 (
1/

s)
Horizontal air speed (m/s)

0.4-0.5µm

4.0-5.0µm

5.0-7.5µm

7.5-10.0µm

Fig. 4.3 Particle
reentrainment versus bulk
air velocity

106 4 Properties of Aerosol Particles

http://dx.doi.org/10.1007/978-981-287-212-8_14


o
ot
f v; tð Þ ¼ 1

2
ZV

0

K u; v� uð Þf u; tð Þf v� u; tð Þdu� f v; tð Þ Z1

0

K u; vð Þf u; tð Þdu ð4:35Þ

where K(u, v) specifies the collision rate between particles of volume u and v. f is
the size distribution density function.

It is assumed in conventional aerosol analysis that particles attach to each other
upon collision, therefore, the collision rate can also be considered as the coagulation
rate.

Because of the dynamic change of the size distribution, the Smoluchowski [23]
equation can only be solved numerically. However, analytical solutions can be
obtained for simple cases with assumptions.

4.4.1 Monodisperse Aerosol Coagulation

The analysis is simplified if we only consider monodispere coagulation, where the
particle diameters are within a narrow range. Smoluchowski [23] developed a
model for Brownian coagulation of monodisperse particles in the continuum
regime. It is applicable to particles with sizes in a narrow range, say
1\dpA=dpB\1:25. The corresponding Brownian monodisperse coagulation effi-
cient for the continuum regime (Kn ≪ 1) and free molecule regime (Kn ≫ 1) are
simplified as

K ¼ 8kT3l continuum regime; Kn � 1
9:8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kTqpdp

p
freemolecule regime, Kn � 1

�
ð4:36Þ

where k is Boltzmann’s constant and l is the dynamic viscosity of the carrier gas.
Otto et al. [19] introduced an analytical model for the regime in between, but its
form is complicated.

Integration of Smoluchowski equation using the initial condition of Nðt ¼ 0Þ ¼
N0 leads to the solution for the total particle concentration as a function of time and
the coagulation coefficient above.

N tð Þ ¼ 2N0

2þ KN0t
ð4:37Þ

where N0 is the initial particle concentration (#/m3).
By defining the characteristic dimensionless time

s ¼ 2
KN0

ð4:38Þ
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Equation (4.37) becomes,

N tð Þ ¼ N0

1þ t=s
ð4:39Þ

Since N ¼ N0=2 when t ¼ s, s is also referred to as the half-value time, which is
the time it takes for the particle number concentration to drop to half of its initial
value.

Example 4.6: Half value time of monodisperse aerosol
Calculate the half-value time of spherical monodisperse aerosol with an initial
concentration of 103 particles/cm3 and an initial particle diameter of dp ¼ 1 nm.
Assume standard condition and only Brownian coagulation is considered.

Solution
The Knudsen number of 1 nm particle is

Kn 1nmð Þ ¼ 2� 0:066=0:001 ¼ 132[ 100

It is within the free molecule region. Therefore,

K ¼ 9:8

ffiffiffiffiffiffiffiffiffi
kT
qpdp

s
¼ 9:8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:38� 10�23ð Þ � 298
1;000� 1� 10�9ð Þ

s
¼ 6:28� 10�7

Then the half-value time is

s ¼ 2
KN0

¼ 2

6:28� 10�7 � 103 1
cm3

� �
� 106 cm3

m3

� � ¼ 0:003 s

As seen from the result, particles at 1 nm do not have a great life time. While this
is practically inaccurate, it does qualitatively show that aerosol particle diameter is a
dynamic parameter.

4.4.2 Polydisperse Coagulation

Coagulation coefficients for different mechanisms have been summarized by Geng
et al. [10]. Brownian motion is the dominating mechanisms for the coagulation of
very fine particle under normal atmospheric condition; for this reason, our analysis
is focused on Brownian coagulation.

One of the widely used Brownian coagulation coefficients is the Fuchs (1964)
equation for binary collision.
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K a; bð Þ ¼ 4p aþ bð Þ DA þ DBð Þ
aþb

aþbþdAB
þ 4 DAþDBð Þ

aþbð ÞcAB
ð4:40Þ

where a and b are the radii of the particles of concerns, cAB is the average particle
thermal velocity, dAB is the jump distance, and Di is the diffusivity of the particle of
size i ð¼A or BÞ. If we use particle diameters, dpA and dpB, instead of the radii,
Eq. (4.40) becomes

K dpA; dpB
� 	 ¼ 2p dpA þ dpB

� 	
DA þ DBð Þ

dpAþdpB
dpAþdpBþ2dAB

þ 8 DAþDBð Þ
dpAþdpBð ÞcAB

ð4:41Þ

The particle diffusion coefficient is calculated using

Di ¼ kTCc

3pldpi
ð4:42Þ

and the mean thermal velocity are calculated using

cAB ¼ c2A þ c2B
� 	1=2 ð4:43Þ

where the mean thermal velocity of the particle can be calculated using the equation
for gas molecules (Eq. 2.7) by replacing the mass of a molecule with the mass of the
particle.

ci ¼
ffiffiffiffiffiffiffiffi
8kT
pmi

r
ð4:44Þ

Similar to Eq. (4.43), the jump distance, dAB, is determined as

dAB ¼ d2A þ d2B
� 	1=2 ð4:45Þ

where the individual jump distance is calculated with

di ¼
dpi þ li
� 	3� d2pi þ l2i

� �1:5
3dpili

� dpi ð4:46Þ

li ¼ 8Di

pci
ð4:47Þ

It is obviously a very tedious work to accurately predict the particle size change
by polydisperse coagulation. Readers are referred to the literature for more com-
plicated models for polydisperse coagulation.
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4.5 Aerosol Particle Size Distribution

Although monodisperse particles are used in describing particles with a narrow size
distribution in nanoparticle manufacturing, threat agents and bioaerosols, most
engineers deal with polydisperse aerosol. Polydisperse aerosol is a group of par-
ticles with different sizes suspended in the air. In typical urban atmosphere, particle
concentration can reach as high as 107–108/cm3; their diameters can range from a
few nanometers to around 100 μm [22].

A great amount of literature shows that the size distribution of most polydisperse
aerosol particles is lognormal. To understand lognormal distribution, it is necessary
to revisit what we learned about normal distribution. Normal distribution is also
called Gaussian distribution. For a variate x with a mean of x and standard deviation
of σ, the normal probability fractional distribution function in the domain
−1\x\1 is described as

f xð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p exp � x� x

r
ffiffiffi
2

p
� �2

" #
ð4:48Þ

where f xð Þ� 1: The corresponding cumulative distribution, which describes the
probability of the variable below certain value, is

;ðuÞ ¼ f x\uð Þ ¼ 1
2

1þ erf
u� u

ru
ffiffiffi
2

p
� �� �

ð4:49Þ

where the error function is used to characterize the measurement errors. It is
described as

erf yð Þ ¼ 2ffiffiffi
p

p Zy

0

exp �z2
� 	

dz ð4:50Þ

An error function erf yð Þ is symmetric about its origin. For a quantity that is log-
normally distributed, its logarithm is governed by normal distribution by replacing
x with logx, x with logx and σ with logσ.

f logxð Þ ¼ 1

logr
ffiffiffiffiffiffi
2p

p exp � logx� logxffiffiffi
2

p
lnr

� �2
" #

ð4:51Þ

For its specific applications to aerosol particles, the probability of the particle
number fraction can be described as

f logdp
� 	 ¼ 1

logr
ffiffiffiffiffiffi
2p

p exp � logdp � logdpgffiffiffi
2

p
lnr

� �2
" #

ð4:52Þ
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Since f logdp
� 	 ¼ dp � f ðdpÞ [9], the equation can be transformed into

f dp
� 	 ¼ 1ffiffiffiffiffiffi

2p
p

dplogr
exp � logdp � logdpgffiffiffi

2
p

logr

� �2
" #

ð4:53Þ

Figure 4.4 shows how the curves look like when the particle number concen-
trations are presented in linear scale x-axis and logarithm scale x-axis.

The corresponding cumulative distribution is then similar to Eq. (4.49)

;ðdpÞ ¼ 1
2

1þ erf
logdp � logdpgffiffiffi

2
p

logr

� �� �
ð4:54Þ

This equation can be used to explain the physical meanings of dpg and r. When
dp ¼ dpg, ;ðdpÞ ¼ 0:5 and it indicates that 50 % of the particles are less than dpg.
Therefore, dpg is the median diameter of the particles. The role of r can be better
understood letting dp ¼ rdpg, which gives ; dp

� 	 ¼ 0:84: This means that 84 % of
the particles are smaller than rdpg

� 	
. So r is the geometric standard deviation.

Similarly, we can get that 95 % of the particles are smaller than 2rdpg
� 	

and 99.5 %
are smaller than 3rdpg

� 	
.

In aerosol technology, we usually are also interested in the absolute number of
particles besides the probability function in Eq. (4.54). Multiplying both sides of
Eq. (4.54) with the total number of the particles gives us a practical equation as

F dp
� 	 ¼ N;ðdpÞ ¼ N 1þ erf

logdp � logdpgffiffiffi
2

p
logr

� �� �
ð4:55Þ

It describes the total number below particles of size dp in a population.
Equation (4.55) can also be extended to describing the surface and volume distri-

butions, by replacing n dp
� 	

with pd2p � n dp
� 	

and pd3p=6
� �

� n dp
� 	

for surface and
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Fig. 4.4 Aerosol size distribution (left linear scale x-axis, right logarithm x-axis)
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volume, respectively. We can see that both surface and volume also follow log-
normal distributions with the same standard deviation but with different median
diameters. They are related to the number geometric mean diameter as follows.

logdpgA ¼ logdpg þ 2 logrð Þ2 ð4:56Þ

logdpgV ¼ logdpg þ 3 logrð Þ2 ð4:57Þ

where dpgA and dpgV are the geometric surface and volume median diameters.
Respectively.

A log-probabiltiy paper based on Eq. (4.55) has been widely used to aerosol
particle size distribution analysis. If we plot the number, surface, and volume
cumulative distributions in the same log probability paper, they are parallel straight
lines, as seen in Fig. 4.5. We can determine the median size of particles (based on
number or mass) and the geometric standard deviation using a chart like this.
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In an engineering practice, log probability paper is often used in engineering
practice to determine the aerosol particle size distribution. One kind of log prob-
ability paper is given in Fig. A.1 as an example. Note that the x-axis is for the
probability and the y-axis is for the particle diameter.

4.6 Practice Problems

1. Calculate the aerodynamic diameter for an iron oxide spherical particle with
geometric equivalent diameter, dp = 0.21 μm and density, ρp = 5,200 kg/m3.

2. Calculate the aerodynamic diameter for a sand particle with geometric equiv-
alent diameter, dp = 0.3 μm and density, ρp = 3,500 kg/m3.

3. A spherical grain of concrete dust is falling down to the floor through standard
calm air. The particle geometric diameter is 2 μm and the particle density is
2,500 kg/m3. Determine

(a) the aerodynamic particle diameter of the particle
(b) how long it will take for the particle to reach its terminal velocity
(c) terminal settling velocity of the particle
(d) flow condition around this particle, laminar or turbulent
(e) how long it will take this particle will take to fall down a distance of 1 m?
Given: standard room air density = 1.21 kg/m3, viscosity = 1.81 × 10−5 Pa s.
Air mean free path = 0.066 μm.

4. A spherical particle with a diameter of 2 μm and a density of 5,200 kg/m3 is
released from rest in still air. How long it will take to reach its terminal
velocity?

5. A dust grain with a diameter of 5 μm and a density of 5,000 kg/m3 is released
from rest in still air. Calculate the terminal settling velocity and drag force
exerted on this particle.

6. A particle with a diameter of 0.08 μm and a density of 2,000 kg/m3 is released
from rest in still air. What is the terminal velocity and drag force if particle is
released from rest in still air?

7. Calculate the diffusion coefficient of a 2-μm particle in air at 25 °C and 1 atm.
8. Calculate the diffusion coefficient of a smoke particle having 0.05 μm diameter

in air at 45 °C and 1 atm.
9. Calculate the Cunningham correction factor for the following particles at 373 K

and 1 atm. (a) 0.055 μm, (b) 0.55 μm, and (c) 5.5 μm.
10. A dust particle having 0.75 µm diameter escapes through a filter of vacuum

cleaner at a height 1 m above the floor. Assume that the particle is spherical and
its density is 1,200 kg/m3. How long it will take to settle on the floor?

11. Two particles having diameters 1 and 10 µm, respectively, are released from a
height of 25 m above the ground. Assume that the particles are spherical with
1,200 kg/m3 of density and ambient air is still. How long will they take to settle
on the ground?
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12. Starting from Eq. (4.55) derive the fractional distribution equation the surface
and volume distributions to show that both surface and volume also follow
lognormal distributions with the same standard deviation but with different
median diameters.

13. A 1-µm cubic particle discharged from a 20-m tall stack travels with a hori-
zontal wind at a constant speed of 10 m/s. Assuming its density is 1,500 kg/m3,
estimate

(a) its volume equivalent diameter,
(b) its aerodynamic diameter, and
(c) the horizontal distance it travels before it falls to the ground.

14. Calculate the half-value time of spherical monodisperse aerosol with initial
concentration of 106 particles/cm3 and initial particle diameter of dp = 100 μm.
Assume standard condition and only Brownian coagulation is considered.

15. The figure below shows the cumulative mass distribution of a sample taken
from coal fly ash. Assume the particles are lognormally distributed. Find the
geometric standard deviation, and mass median diameter using the figure
below.
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Chapter 5
Principles for Gas Separation

With a good understanding of the properties of gaseous and particulate air pollutants,
this chapter starts with basic principles for the separation of unwanted gases from the
air. It is divided into twomajor sections as adsorption and absorption. Topics covered
in this chapter include adsorbate and adsorbent, adsorption affinity, adsorption iso-
therm, adsorption wave, absorption, absorption equilibrium, and chemical assisted
absorption. Condensation is not covered because it applies mainly to gases with very
high concentration, which do not happen often in air emission control.

5.1 Adsorption

5.1.1 General Consideration

Adsorption is a process by which gas molecules are attracted to the surfaces of a
solid or liquid and consequently separated from the main gas stream. The adsorbing
material is called adsorbent, and the gas molecules to be adsorbed is called
adsorbate.

Adsorption can be classified as physisorption and chemisorption. The differences
between these two types of adsorptions are summarized in Table 5.1. The former is
caused by van der Waals forces and the latter involves chemical reactions between
the adsorbent and the adsorbate. Thereby the mechanisms and models for chemical
adsorption are more complicated than physical adsorption.

Physioadsorption is a surface phenomenon where the adsorbate will stay on the
surface of the adsorbent. The attractive force normal to the surface tends to grab
adjacent molecules of adsorbate. For example, activated carbon has a tendency to
adsorb volatile organic compounds (VOCs) from an air stream. Chemisorption is
driven by a chemical reaction that takes place at the adsorbate-adsorbent interface.
As a result, a new chemical species is generated at the interface.

Both physisorption and chemisorption may occur simultaneously at the same
adsorption interface and physical adsorption can continue after the chemical
adsorption layer is completed. However, the bonding strength of chemisorption is
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stronger than that of physisorption. A description of the chemisorption bond
requires a detailed understanding of molecules outside surfaces and the electronic
structure of atoms. The author of this book does not intend to extend the scope of
this book to interfacial chemistry; readers interested in this topic are directed to
specialized books devoted to chemisorption.

Common physioadsorbents include

• activated carbon,
• silica gel,
• activated alumina, and
• aluminosilicates (molecular sieves).

Activated carbon is a char-like material with a great surface area. Silica gel is a
hard, granular, and porous material made by precipitation from sodium silicate
solutions treated with an acid. Activated alumina is an aluminum oxide activated at
high temperature and used primarily for moisture adsorption. Aluminosilicates are
made of porous synthetic zeolites and are used primarily in gas separation processes.

Activated carbon is the most common adsorbent for air emission control. Acti-
vated carbon is made by the carbonization of carbon rich coal or biomass (wood,
fruit pits, or coconut shells) followed by activation with hot air or steam. It is
produced by a two-step process. First, pyrolysis of raw material with a high carbon
source such as coal, wood and nutshells results in charred highly carbonaceous solid
residue. Then activation of the charred residue by oxidation forms pores and passages

Table 5.1 Physisorption and chemisorption

Physical adsorption Chemical adsorption

Driving
force

van der Waals force between mole-
cules. No change of properties of
either the adsorbent or the adsorbate

Chemical reactions between the
adsorbent and adsorbate. Forming
new adsorption products

Heat release
rate

Low, about 20 kJ/g mol High due to chemical reaction,
20–400 kJ/g mol

Reversibility Can be easily reversed by reducing
the pressure at the temperature at
which the adsorption took place

Difficult to reverse. Requires very
high temperature or positive ion
bombardment to remove the
adsorbate

Equilibrium
pressure

Physical adsorption of a gas is related
to liquefaction or condensation, it
only occurs at pressures and temper-
atures close to those required for
liquefaction. Low-pressure adsorp-
tions take place mainly in fine porous
adsorbents by capillary effect

Chemisorption can take place at
much lower pressures and much
higher temperatures than physical
adsorption

Thickness of
reaction
layers

A physical adsorption layer at
equilibrium can be several molecules
thick

A chemisorption layer can only be
one molecule thick, because the
newly formed compound layer
prevents the further reaction of the
adsorbent and the adsorbate
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with high surface area and different polarities for different air pollutants. Chemical
treatment is also necessary to further improve its performance. The final properties of
activated carbon depend on the treatment of the activated carbon (e.g., [7]).

Activated carbons can be made in many forms, depending on the need: pellet
and granular forms are common for adsorption beds; fibrous structures are common
for air filters, for example, activated carbon cloth can be used for removal of water
vapor [3].

Most engineered adsorbents are characterized with many pores and consequent
large surface areas and low bulk density. If an adsorbent is porous, then its actual
surface area is much greater than external area.

Figure 5.1 illustrates how adsorbate molecules are adsorbed on the surfaces of
the pores in an adsorbent. The bulk sizes of activated carbon particles can be up to a
few millimeters in form of granules or in micrometers for powder.

For most adsorbents, the sizes of the pores are sufficiently small and the cor-
responding surface area is enormous. The pore diameter of a molecular sieve can be
30 or 40 Angstrom (Å) (1 Å = 0.1 nm). Pore sizes in activated carbon range from
10–10,000 Å in diameter. Those larger than 1,000 Å are called macropores and the
pores smaller than 1,000 Å are micropores. The surface areas of the pores can be
500–1,500 m2/g of activated carbon [1, 7]. Large amount of internal pores in an
adsorbent greatly reduces its bulk density. Bulk densities of dry granular activated
carbon are 220–500 kg/m3, and those of powders are 340–740 kg/m3. The real
density of the granular activated carbon itself may be about 2,000 kg/m3.

5.1.2 Adsorption Affinity

Adsorbent affinity is the attraction between the adsorbent and the adsorbate and it is
critical to successful adsorption. Affinities can be designed by adjusting the pore
diameters of the adsorbent. For example, silica gel is used for adsorbing water

Adsorbate (gas molecules)

Adsorbent 
(Porous media, 
e.g. Activated 
carbon)

Pores

Fig. 5.1 Schematic diagram
of pores in adsorbent
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vapor from the air because it has an affinity for water. In air pollution control,
activated carbon is an ideal adsorbent for many VOCs because it has an affinity for
hydrocarbon gases. Both the surface area of the adsorbent and the affinity of the
adsorbent for the adsorbate affect adsorption efficiency. Adsorption efficiency
increases with the increase in surface area of adsorbent. Bulk sizes of the porous
adsorbent particles do not affect maximum adsorption capabilities, but they affect
the time to achieve equilibrium significantly.

Affinities can also be designed by adjusting the pore diameters of the adsorbent.
For example, a molecular sieve with a pore diameter of 30 Å can adsorb light gases,
such as NH3 and H2O. However, when the diameter of the pores is increased to
40 Å, the sorbent is more effective on larger molecules, such as CO2 and SO2.
Further increasing the pore diameters can enable the adsorption of large organic
molecules, such as benzene, phenol, and toluene.

5.1.3 Adsorption Isotherm

Physical and thermodynamic properties of different gases are particularly useful for
engineers who design adsorption systems, and analysis of isotherms can yield
important data. Adsorption equilibrium is reached when a stable relationship exists
between the concentration of the species in air and the amount of adsorbate
adsorbed per unit mass of adsorbent. The adsorption equilibrium is a function of
temperature.

An adsorption isotherm is a relationship of equilibrium adsorbent capability
versus the adsorbate concentration at a given temperature. Note that equilibrium
absorption is rarely achieved in real engineering operations. Factors that can reduce
the adsorption capacity include moisture in the air, heat waves, or residue moisture
in the adsorbent. This actual adsorption capacity is sometimes called working
adsorption capacity.

Meq ¼ f ðCÞ ð5:1Þ

Meq is the adsorbate to adsorbent mass ratio at equilibrium (kg adsorbate/kg
adsorbent), while C is adsorbate concentration in gas phase (kg/m3, ppmv, etc.)

There are several models for this relationship described in Eq. (5.1), of which
Langmiur and Freundlich isotherms are widely used [11]. Both are introduced
below.

5.1.3.1 Langmuir Isotherm

Irving Langmuir was awarded the Nobel Prize in 1932 for his investigations con-
cerning surface chemistry. Langmuir model is an empirical model and it was
developed in the 1910s based on the following assumptions:
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• The adsorbed layer is made up of a single layer of molecules.
• Adsorption is a reversible process.
• The process is dynamic: the adsorbed molecules do not move on the surface of

the adsorbent, but they may reenter the air stream.
• The enthalpy of adsorption is the same for all molecules independently of how

many have been adsorbed.

At equilibrium the number of molecules being adsorbed equals to the number of
molecules leaving the adsorbed state, i.e., Rate of adsorption = Rate of desorption

k1C Mmax � Meq

� � ¼ k2Meq ð5:2Þ

where C ¼ the gas concentration (kg/m3); Meq ¼ equilibrium loading capacity with
a unit of kg/kg, Mmax ¼ the maximum loading potential of adsorbate that can be
loaded to per mass of adsorbent with same unit as Meq. k1 and k2 are mass transfer
coefficients, and their unit changes with that of Mmax and Meq.

Solving Eq. (5.2) leads to the description of Meq=Mmax, which stands for the
ratio of equilibrium loading to maximum loading potential.

Meq

Mmax

¼ k1C
k1C þ k2

ð5:3Þ

With a new constant KL ¼ k1=k2, Eq. (5.3) becomes

Meq ¼ MmaxKLC
1þ KLC

ð5:4Þ

Mmax is a constant for a fixed design with fixed amount of known adsorbent; the
mass transfer coefficients can also be treated as constants for certain operating
conditions. Then KL and Mmax are both constants in the Langmuir model; they are
to be determined experimentally. To make sure KLC is dimensionless, the unit of
KL is the same as that of 1/C.

The Langmuir isotherm can be rearranged as

1
Meq

¼ 1
Mmax

þ 1
KLMmax

� �
1
C

ð5:5Þ

It shows that 1=Meq versus 1=C is a linear relationship.
In a typical experiment, one can continuously monitor the up- and down-stream

adsorbate concentrations. When they are approaching each other it means that an
equilibrium state is reached. Then the amount of adsorbate can be determined by
measuring the mass of the adsorbent before and after the experiment.

We can plot the experimental data with 1=C as x-axis and 1/Meq as y-axis. By
linear regression, the slope of the straight line is 1=KLMmax and the intercept is
1=Mmax.
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Some of the Langmuir constants for coconut-based activated carbon are avail-
able in Table 5.2 [14]. The properties of the coconut-based activated carbon
materials are listed in Table 5.3. The constants depend on the adsorbate–adsorbent
combination.

Table 5.2 Langmuir isotherm constants measured at 25 °C by linear regression

Meq ¼ MmaxKLC
1þKLC

Adsorbate AC type Mmax (g/g) KL (1/ppmv)

Acetone A 0.401 0.00067

B 0.389 0.00057

D 0.330 0.000520

E 0.391 0.000491

Benzene A 0.389 0.00492

C 0.393 0.00157

D 0.124 0.00379

Carbon tetrachloride A 0.959 0.00206

D 0.677 0.00177

Chloroform D 0.631 0.000685

Dichloromethane A 0.298 0.000716

Diethylamine A 0.461 0.00139

Ethanol C 0.353 0.00145

D 0.333 0.00133

Hexane A 0.337 0.00924

Isopropanol A 0.456 0.00185

Methylacetate A 0.304 0.00170

Methylchloroform A 0.666 0.00443

Methanol B 0.394 0.000349

C 0.334 0.000446

D 0.334 0.000317

E 0.396 0.00027

Nitrobenzene D 0.518 0.140

o-xylene D 0.378 0.0238

Toluene B 0.447 0.00686

C 0.384 0.00873

D 0.681 0.00371

E 0.441 0.00629

Trichloroethylene B 0.703 0.00265

C 0.650 0.00331

D 0.625 0.00242

E 0.708 0.00204
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5.1.3.2 Freundlich Isotherm

Freundlich isotherm is also the empirical model and is described as

Meq ¼ KFC
1
n ð5:6Þ

where KF and n are constants for a specific adsorbate–adsorbent system at certain
condition. A logarithm conversion on both side transforms this equation into a
linear one as

log10Meq ¼ log10KF þ 1
n
log10C ð5:7Þ

Again this linear relationship allows the coefficients to be determined by linear
regression of a few experimental data points. Meq ¼ KF when C ¼ 1, and the slope
of the straight line is 1=n.

Although both Langmuir and Freundlich models are empirical, there are some
differences. The Langmuir isotherm is a model with some theoretical analyses and
assumptions. It assumes reversible adsorption and desorption of the adsorbate
molecules. The Freundlich isotherm is an empirical model without assumption. In
general, the Langmuir isotherm works well for typical single component and high
adsorbate concentration. The Freundlich isotherm can be used for mixtures of
compounds and it agrees well with experimental data.

Freundlich is more relevant to air emission studies where air pollutants are
diluted. With a ¼ log10KF and b ¼ 1=n, Eq. (5.7) becomes

log10Meq ¼ aþ blog10C ð5:8Þ

For a greater accuracy, Yaws et al. [16] refined the model with one more term

log10Meq;g=100 g ¼ aþ blog10Cppmv þ d log10Cppmv

� �2 ð5:9Þ

The values of a, b, and d are pollutant specific. Experimental data obtained using
243 VOCs adsorbed using activated carbon are available in the literature [16]. Some
of them are listed in Table 5.4 for training purpose only in this book. Users are
reminded that the units have to match on both sides of the above equation. In order

Table 5.3 Coconut-based activated carbon reported [14]

AC type Density (g/cm3) Surface area (m2/g) Pore volume (cm3/g)

A 0.38–0.44 1,500–1,625 0.9–1

B 0.44 1,270 0.7

C 0.41 1,090 0.94

D 0.45 1,098 0.57

E 0.43 1,240 0.65

5.1 Adsorption 123



Table 5.4 The values of coefficients a, b, and d for Eq. (5.9) with Meq;g=100 g in (g adsorbate/100 g
adsorbent) and Cppmv in ppmv

Formula Name a b d

CBrCl3 Bromotrichloromethane 1.39842 0.23228 −0.02184

CBrF3 Bromotrifluoromethane −1.46247 0.58361 −0.01044

CBr2F2 Dibromodifluoromethane 0.82076 0.30701 −0.01384

CBr3F Tribromofluoromethane −1.43748 0.55503 −0.00450

CCl2F2 Dichlorodifluoromethane −0.07350 0.40145 −0.01404

CCl2O Phosgene −0.64469 0.60428 −0.02986

CCl3F Trichlorofluoromethane 0.17307 0.40715 −0.01915

CCl3NO2 Chloropicrin 1.26745 0.20841 −0.01288

CCl4 Carbon tetrachloride 1.07481 0.28186 −0.02273

CHBr3 Tribromomethane 1.73184 0.19948 −0.02246

CHCl3 Chloroform 0.67102 0.36148 −0.02288

CHN Hydrogen cyanide −4.39245 1.08948 −0.00740

CH2BrCl Bromochloromethane 0.61399 0.41353 −0.02531

CH2BrF Bromofluoromethane 0.45483 0.36332 −0.01606

CH2Br2 Dibromomethane 1.08376 0.37211 −0.03238

CH2Cl2 Dichloromethane −0.07043 0.49210 −0.02276

CH2I2 Diiodomethane 1.94756 0.14984 −0.01947

CH2O Formaldehyde −2.48524 0.69123 −0.00375

CH2O2 Formic acid −1.77731 1.09503 −0.06354

CH3Br Methyl bromide −1.23835 0.78564 −0.05521

CH3Cl Methyl chloride −1.91871 0.62053 −0.00549

CH3Cl3Si Methyl trichlorosilane 1.07198 0.24275 −0.01911

CH3I Methyl iodide 0.73997 0.32985 −0.01330

CH3NO Formamide 1.30981 0.25274 –

CH3NO2 Nitromethane −0.32847 0.70602 −0.05111

CH4 Methane −4.31008 0.77883 −0.00628

CH4Cl2Si Methyl dichlorosilane 0.73271 0.29305 −0.01822

CH4O Methanol −1.96739 0.82107 −0.01393

CH4S Methyl mercaptan −1.12288 0.60573 −0.02094

CH5N Methylamine −1.93548 0.64710 −0.01057

CN4O8 Tetranitromethane 1.49047 0.18181 −0.01894

CO Carbon monoxide −5.18782 0.90121 −0.01358

COS Carbonyl sulfide −1.42882 0.51061 0.00028

CO2 Carbon Dioxide −3.65224 0.80180 −0.00328

CS2 Carbon disulfide −0.18899 0.47093 −0.01481

C2Br2F4 1,2-Dibromotetrafluoroethane 0.90388 0.25693 −0.00974

C2ClF5 Chloropentafluoroethane 0.08264 0.34756 −0.01343

C2Cl3F3 1,1,2-Trichlorotrifluoroethane 1.27368 0.18656 −0.01231
(continued)
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Table 5.4 (continued)

Formula Name a b d

C2Cl4 Tetrachloroethylene 1.40596 0.20802 −0.02097

C2Cl4F2 1,1,2,2-Tetrachlorodifluoroethane 1.37307 0.17625 −0.01465

C2HBrClF3 Halothane 0.92405 0.31204 −0.02004

C2HCl3 Trichloroethylene 1.02411 0.29929 −0.02539

C2HCl3O Dichloroacetyl chloride 1.23647 0.26219 −0.02596

C2HCl3O Trichloroacetaldehyde 1.17362 0.26971 −0.02513

C2HCl5 Pentachloroethane 1.64566 0.13515 −0.01572

C2HF3O2 Trifluoroacetic acid −0.12577 0.59373 −0.03445

C2H2 Acetylene −2.24177 0.82454 −0.03390

C2H2Br4 1,1,2,2-Tetrabromoethane - - -

C2H2Cl2 1,1-Dichloroethylene 0.48740 0.33282 −0.01622

C2H2Cl2 cis-1,2-Dichloroethylene 0.47567 0.39061 −0.02554

C2H2Cl2 trans-1,2-Dichloroethylene 0.47567 0.39061 −0.02554

C2H2Cl2O2 Dichloroacetic acid 1.69237 0.09630 –

C2H2Cl4 1,1,1,2-Tetrachloroethane 1.44097 0.19166 −0.01995

C2H2Cl4 1,1,2,2-Tetrachloroethane 1.52322 0.17848 −0.02019

C2H3Cl Vinyl chloride −0.98889 0.66564 −0.04320

C2H3ClO Acetyl chloride 0.03627 0.45526 −0.02093

C2H3ClO2 Methyl Chloroformate 0.41186 0.42776 −0.02776

C2H3Cl3 1,1,1-Trichloroethane 0.97331 0.28737 −0.02277

C2H3Cl3 1,1,2-Trichloroethane 1.17163 0.27791 −0.02746

C2H3N Acetonitrile −0.79666 0.63512 −0.02598

C2H3NO Methyl isocyanate −1.07579 0.85881 −0.06876

C2H4 Ethylene −2.27102 0.61731 −0.01467

C2H4Br2 1,1-Dibromoethane 1.37260 0.25671 −0.02516

C2H4Br2 1,2-Dibromoethane 1.44231 0.25500 −0.02666

C2H4Cl2 1,1-Dichloroethane 0.54485 0.36091 −0.02192

C2H4Cl2 1,2-Dichloroethane 0.55343 0.37072 −0.02161

C2H4Cl2O Bis(chloromethyl)ether 0.95599 0.33784 −0.03200

C2H4F2 1,2-Difluoroethane −3.97902 2.51862 −0.31617

C2H4O Acetaldehyde −1.17047 0.62766 −0.02475

C2H4O Ethylene oxide −2.42379 0.94878 −0.04062

C2H4O2 Acetic acid −0.05553 0.68410 −0.06071

C2H4O2 Methyl formate −0.99586 0.61693 −0.01847

C2H4S Thiacyclopropane 0.02258 0.45520 −0.02154

C2H5Br Bromoethane 0.31783 0.43549 −0.03072

C2H5Cl Ethyl chloride −0.50828 0.50364 −0.02179

C2H5ClO 2-Chloroethanol 0.74164 0.46933 −0.05158

C2H5I Ethyl iodide 1.00356 0.32123 −0.02405

C2H5N Ethyleneimine −1.16912 0.91238 −0.07400
(continued)
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to use these values, the unit of Meq;g=100 g must be (g adsorbate/100 g adsorbent) and
Cppmv in ppmv.

For many engineering processes, the last term d log10Cppmv

� �2
is negligible, and

a simplified formula can be used for estimation with a reasonable accuracy. For
adsorbate concentrations lower than 50 ppmv, the error is less than 5 %.

Example 5.1: VOC adsorption using AC
In an automobile assembling shop, the concentration of n-butanol (C4H10O) in the
room air is 5 ppmv. The density of n-butanol is 3.06 kg/m3 under standard room air
conditions. A carbon filter bed is used for air cleaning, and the airflow rate is
0.1 m3/s through the filter. Determine

a. the adsorption capacity of the activated carbon filter,
b. the total carbon mass needed for the bed, assuming the working adsorption

capacity is 40 % of the maximum potential and the bed service life is one year.

Solution

a. From Table 5.4, we have the adsorption constants of C4H10O:

a ¼ 0:89881; b ¼ 0:32534; d ¼ �0:03648

Then Eq. (5.9) leads to

log10Meq;g=100 g ¼ aþ blog10Cppmv þ d log10Cppmv

� �2
¼ 0:89881 þ 0:32534log10 5ð Þ � 0:03648 log10 5ð Þ½ �2¼ 1:1084

Meq;g=100 g ¼ 101:1084 ¼ 12:8 gram of C4H10O per 100 gram of carbonð Þ

b. The total amount of n-butanol passing through the carbon bed in 1 year is

m ¼ QCqgt ¼ 0:1
m3air
s

� 0:000005
m3n� bu
m3air

� 3:05
kg

m3n� bu
� ð365� 24� 3600Þ s

¼ 48:1 kg

Table 5.4 (continued)

Formula Name a b d

C2H5NO N-Methylformamide 1.23333 0.21723 –

C2H5NO2 Nitroethane 0.44968 0.49708 −0.04612

C2H6 Ethane −2.40393 0.68107 −0.01925

C2H6O Ethanol −0.51153 0.67525 −0.04473

C2H6OS Dimethyl sulfoxide 1.24042 0.31302 −0.04768

Source [16]. More data can be found in Table A.6
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The actual carbon mass needed is

mcarbon ¼ m
Meq:g=100 g

� 100
40

¼ 48:1 kg of C4H10O
0:128 kg of C4H10O per kg of carbon

� 100
40

¼ 939:5 kg of carbon

5.1.4 Adsorption Wave

An adsorption wave is used to determine the kinetics of adsorption for an adsorbent
column. Consider a gas stream passing through a column packed with adsorbent.
The concentration of the adsorbate in the gas before cleaning is denoted as C0. The
adsorption process does not take place uniformly throughout the bed. When the
polluted air stream passes through it, three different zones are developed as shown
in Fig. 5.2. The dark area near the inlet of the column is the saturated adsorbent
because it adsorbs most of the pollutant gas initially and becomes saturated.
Immediately downstream is the area where adsorption is active. The remaining
portion of the bed adsorbs little pollutant gas and it is considered fresh.

If we zoom in to the entire active zone, the concentration of the adsorbate at the
entrance of the active zone can be assumed C0 because it is adjacent to the satu-
ration zone where there is no loss of adsorbate. In the active adsorption zone, the
adsorbate concentration is essentially reduced from C0 to zero in an S-shape. As
more adsorbate enters the adsorption bed, the saturation zone grows longer and
longer and it looks as if a wave is propagating within the column. The wave could
be steep or quite flat, depending on various factors including the adsorption
capacity of the adsorbent, the flow rate and the retention time of the gas stream.

The entire adsorbent bed is nearly saturated as the wave approaches the exit of
the column. At this instant, the adsorbent column loses its function and the con-
centration of the adsorbate at the exit increases. This is referred to as the break-
through point, or breakpoint. The breakthrough point can also be defined as the
ratio of the outlet to inlet concentrations depending on the application and the

C0, Q, U
Vaz

L

δ

dx

Meq

x

Used sorbent Fresh sorbentActive 
zone

Fig. 5.2 Adsorption wave in
a stationary adsorption
column

5.1 Adsorption 127



emission limits set by emission standards. For many toxic chemicals, a measurable
concentration at the exit, even if it is less than 1 % of the inlet concentration, can be
defined as the breakthrough point.

The kinetics of adsorption wave can be analyzed as follows. Consider an
adsorption column of length L with an adsorption wave width of d. The concen-
tration of the adsorbate in the gas stream is C0 (in mass of adsorbate/volume of gas),
and the load of the adsorbate in the saturated adsorbent is Meq (in mass of adsorbate
per mass of adsorbent). Within the active adsorption zone, the concentration C of
adsorbate in the gas varies from C0 to zero and the load of adsorbate in the
adsorbent Cx varies from Meq to zero. While gas moves through the column at a
bulk face velocity of U, the saturation zone keeps growing as fresh adsorbent
adsorbs the incoming adsorbate, resulting in propagation of active adsorption zone
at a speed Vaz. In practice, U � Vaz, therefore, the relative speed of the gas stream
with respect to the active adsorption zone can be assumed as U.

During the process described above, the rate of adsorbate entering adsorbent
column is equal to the rate of adsorbate adsorbed by the adsorbent if we ignore
other mechanisms for gas separation or leaking. That is,

QC0 ¼ Meq qbAVazð Þ ð5:10Þ

where Q ¼ volumetric flow rate of the gas (m3/s), C0 ¼ the incoming adsorbate
concentration (kg/m3), qb ¼ bulk density of the adsorbent (kg/m3), A ¼ cross-
sectional area of the adsorption column (m2), and Meq ¼ equilibrium loading with
a unit of kg/kg.

The bulk density of the adsorbent depends on the packing density of the column
and it is not the physical density of the adsorbent material itself. Usually the bulk
density is much less than the real density of the material and it depends on the
packing density.

The left-hand side of Eq. (5.10) stands for the mass flow rate (in kg/s) of the
adsorbate into the column, and the term qbAVazð Þ gives the mass rate of adsorbent
used (kg/s). In an engineering practice where the specifications of the adsorption
column and operation conditions are known, one can get the values of qs, A, Q and
C0. Meq is required in order to solve Eq. (5.10) for the wave speed Vaz, and Meq is
usually determined experimentally and described using adsorption isotherm.

A simple manipulation of Eq. (5.10) leads to the expression of adsorption wave
propagation speed,

Vaz ¼ QC0

Meq qbAð Þ ð5:11Þ

The mathematical description of the relationship between Meq and C0 depends
on the model introduced above or measured data. When using data in Table 5.4, we
must pay attention to the units of C0 and Meq. In Eqs. (5.10) and (5.11) they are
different from those of Meq;g=100 g and Cppmv listed in Table 5.4. Correct unit con-
version is necessary.
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Meq ¼ 0:01Meq;g=100 g ð5:12Þ

C0 ¼ 10�6qgCppmv ð5:13Þ

where the factor of 10�6 converts adsorbate concentration from ppmv to
m3 adsorbate per m3 of gas
� �

. qg is not the density of the entire gas phase, but

rather that of the adsorbate ðkg/m3Þ.
Example 5.2: Adsorption wave propagation speed calculation
Same as the parameters given in Example 5.1 above, in an automobile assembling
shop, the concentration of n-butanol (C4H10O) in the room air is 5 ppmv. The
density of n-butanol is 3.06 kg/m3 under standard condition. A carbon filter bed is
used for air cleaning, and the airflow rate is 0.1 m3/s through the bed. The activated
carbon bed is manufactured in such a way that its bulk density of the activated
carbon is 400 kg/m3. The cross-sectional area of the bed is 2 m2. Estimate the
propagation speed of the adsorption wave.

Solution
From Example 5.1, we obtained

Meq;g=100 g ¼ 12:8 gram of C4H10O per 100 gram of A:C:ð Þ

Unit conversion gives

Meq ¼ 0:01Meq;g=100 g ¼ 0:128 kg VOC/kg ACð Þ
C0 ¼ 10�6qgCppmv ¼ 10�6 3:06ð Þ � 5 ¼ 1:53� 10�5ðkg VOC/m3Þ

Then we can get the adsorption wave propagation speed as

Vaz ¼ QC0

MeqqbA

¼ 0:1 m3=sð Þ � 1:53� 10�5 kg VOC/m3
� �

0:0128 kg VOC/kg ACð Þ � 400 kg AC/m3
� �� 2 m2ð Þ

¼ 0:01494� 10�6 m/sð Þ ¼ 0:0538 mm/hð Þ

5.1.5 Breakthrough Time

With the known wave propagation speed, we can easily predict the operating time
of a fresh column.
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tx ¼ L� d
Vaz

ð5:14Þ

where L is the length/height of the column and d is the width of the adsorption
wave (see Fig. 5.2). This is also called the breakthrough time. The lifetime of an
adsorbent column bed before the breakthrough point can be estimated using this
equation, when regeneration or replacement of adsorbent column is necessary in
order to maintain an effective adsorption process.

Although d can determined by the analysis of gas-solid mass transfer, no single
model applies to all gas-solid systems. The exact wave width depends on the packing
density, the activated carbon properties and incoming adsorbate concentration. There
have been several models developed. Onewidely usedmodel for breakthrough time tx
is the modified Wheeler equation [8, 14], which is for single adsorbate.

tx ¼ Meq

QC0
W � qbQ

Kx
ln

C0

Cx
� 1

� �� �
ð5:15Þ

where tx ¼ break through time (s), Meq ¼ adsorption capacity (kg/kg), C0 ¼ inlet
concentration (kg/m3),W ¼ weight of the adsorbent (kg), qb ¼ bulk density of the
packed adsorbent (kg/m3), Q ¼ gas phase volumetric flow rate (m3/s), Kx ¼ mass
transfer rate coefficient (1/s), Cx ¼ exit concentration (kg/m3). This exit concen-
tration is determined based on local emission standards or air quality requirement.

Note that the last term is related to the breakthrough efficiency, which is the
column adsorption efficiency when breakthrough occurs.

gx ¼ 1� Cx

C0
ð5:16Þ

Then the breakthrough time Eq. (5.15) can be described in terms of breakthrough
efficiency as

tx ¼ Meq

QC0
W � qbQ

Kx
ln

gx
1� gx

� �� �
ð5:17Þ

Example 5.3: Adsorption column breakthrough time
Continuing from Example 5.2 above, we obtained Meq ¼ 0:128 kg VOC/kg ACð Þ,
C0 ¼ 1:53� 10�5ðkg VOC/m3Þ, Q ¼ 0:1 m3=sð Þ, qb ¼ 400 kg AC/m3. Now, the
mass transfer coefficient of the adsorbent is Kx ¼ 20 s�1. The cross-sectional area of
the bed is given as 0.1 m2. The designed adsorption efficiency is gx ¼ 0.9. That is,
the breakthrough occurs when the outlet n-butanol concentration reaches 10 % of
the inlet concentration. Determine the length of the bed if it is to be replaced every
2 months (assuming 60 days).

Solution
First we convert the unit of breakthrough time from months to seconds.
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tx ¼ 60� 24� 3600 s ¼ 5;184;000 s

From Eq. (5.17) we can get the weight of activated carbon in the filter as

W ¼ QC0tx
Meq

þ qbQ
Kx

ln
gx

1� gx

� �

¼ 0:1 m3=sð Þ � ð1:53� 10�5 kg/m3Þ � 5:184� 106 s
� �

0:128 kg/kgð Þ

þ 400 kg/m3
� �� 0:1 m3=sð Þ

20 s�1 ln
0:9
0:1

� �
¼ 61:965 kgð Þ þ 4:39 kgð Þ ¼ 66:3 kg

So, the required length of the filter bed is

L ¼ W
Aqb

¼ 66:3 kg

0:1 m2 � 400 kg/m3 ¼ 1:66 m

Breakthrough curves for binary mixtures on a solid adsorbent are more com-
plicated than those for pure compounds. Mixed compounds compete for the same
adsorption sites, weakly adsorbed compound may also be replaced with more
strongly adsorbed compound. As a result, there may be more than one adsorption
wave propagating in the adsorption column, the stronger one moves slower than the
weaker one. More in-depth analysis can be found in the literature (e.g. [14]).

With the development of numerous similar theories for adsorption phenomena,
few of them generally agreed with a wide range of experimental data. The mea-
surements have shown that increasing the partial pressure of the adsorbate at a
given temperature results in increase in adsorption capacity of the adsorbent, while
an increase of the temperature of the adsorbate in the air at a certain partial pressure
results in decrease in adsorption capacity. Therefore, heating can regenerate many
saturated adsorbent. In addition, gases or vapors with heavier molecules can be
more effectively adsorbed than the lighter ones.

5.1.6 Regeneration of the Adsorbent

When breakthrough occurs, adsorbent in an adsorption column can be regenerated
instead of being disposed of. Regeneration of an adsorbent is a process that drives
the adsorbate out of the saturated adsorbent, which can be referred to as desorption.
It is done by passing the regeneration fluid, which often is steam or hot air, through
the saturated adsorbent column.

As a result, there is a desorption wave in the column but it propagates in the
opposite direction of the adsorption wave. The propagation speed of desorption
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wave can be determined by similar analysis. Readers are referred to the literature for
in-depth analysis.

5.2 Absorption

Absorption is a volumetric process where gases penetrate into the structure of the
solid or liquid, most likely by diffusion. Similar to the classification of adsorption,
absorption can also be classified into physioabsorption and chemioabsorption. A
physioabsorption involves negligible chemical reactions, for example solution of
oxygen in water. The physical absorption process involves a mass transfer by means
of molecular and turbulent diffusion governed by Henry’s law (see Sect. 2.3.1).
A chemioabsorption process results in new substances from the chemical reactions.
For example, when a flue gas passes through a water spray, the droplets will capture
the gaseous SO2 molecules by absorption. Captured SO2 molecules dissolve in the
body of a water droplet and produces H2SO3.

An absorption-based process is also commonly referred to as wet scrubbing.
However, one has to be careful that wet scrubbing of particles is based on the
principles of impaction and coagulation, whereas wet scrubbing of gaseous pol-
lutants is based on absorption. In this section, we explain the basics using counter
flow absorption tower.

5.2.1 Counter Flow Absorption Tower

Consider a single-stage counter flow gas-liquid system as shown in Fig. 5.3. The
gas enters from the bottom and exits at the top; the liquid enters from the top and

L1 , x1

Gas out Liquid in

G1, y1

G0, y0

L, xG, y

L0, x0

Gas in Liquid out

Fig. 5.3 Schematic diagram
of a counter-flow absorption
tower
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exits at the bottom. At any cross section within the absorption tower, all the
molecules removed from the gas phase enter the liquid phase, then the mass balance
at any cross section within the tower gives

d Gyð Þ ¼ d Lxð Þ ð5:18Þ

where L andG are the mole flow rates of the liquid and the gas, respectively (mole/s).
y and x are mole fractions of the target pollutant in gas and liquid, respectively. Note
that both the gas phase and liquid phase mole flow rates (G and L) are variables
within the tower, because gas molecules leave the gas phase enter the liquid phase.

Integration of Eq. (5.18) from any point to top (1) leads to

yG� y1G1 ¼ xL� x1L1 ð5:19Þ

The gas phase contains the adsorbate molecules and the inert carrier gas (mostly
air), and their mole fractions are, respectively, y and 1� y. The liquid phase also
contains inert liquid and the pollutants absorbed from the gas phase, and their mole
fractions are, x and 1� x, respectively. The liquid phase without contamination is
called solute free liquid.

Denote the mole flow rates of the carrier gas and solute fee liquid as �G and �L,
respectively, which remain constant throughout the process.

G ¼
�G

1� y
L ¼

�L
1� x

ð5:20Þ

In reality, there may be some evaporation of liquid phase, and extra liquid is
added as make up liquid to keep the mass balance, but we have to ignore this in the
following analysis. With Eq. (5.20), Eq. (5.19) can be rewritten in terms of �G and �L
as

y
1� y

� �
�Gþ x1

1� x1

� �
�L ¼ x

1� x

� 	
�Lþ y1

1� y1

� �
�G ð5:21Þ

Applying this equation to the entire tower from bottom (0) to top (1) leads to:

y0
1� y0

� y1
1� y1

� �
�G ¼ x0

1� x0
� x1
1� x1

� �
�L ð5:22Þ

If we define the mole ratio of target gas to that of the corresponding fluid as

X ¼ x
1� x

Y ¼ y
1� y

ð5:23Þ
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then the mass balance Eqs. (5.21) and (5.22) above can be simplified as

Y � Y1ð Þ�G ¼ X � X1ð Þ�L ð5:24Þ

Y0 � Y1ð Þ�G ¼ X0 � X1ð Þ�L ð5:25Þ

where Y and X are the mole ratio of pollutant to the corresponding fluid with unit of
(mole of pollutant per mole of solute free fluid). They are different from y and x: y
and x must be less than one but Y and X can be any values, although most often they
are also less than one.

Equation (5.25) can be rewritten as

�L
�G
¼ Y0 � Y1ð Þ

X0 � X1ð Þ ð5:26Þ

The term on the left-hand side is called liquid to gas mole flow rate ratio. In a
design process, the mole ratio of the pollutant in gas phase, Y0, the carrier gas flow
rate �G are likely known from the source of the air emission. The mole ratio of the
pollutant in liquid phase at the inlet, X1, is usually provided by the solvent supplier.
The two unknown parameters are the mole ratio of pollutant in the liquid phase X0

and that is determined by the mole flow rate of the solute-free liquid (�L).

Example 5.4: Liquid to gas ratio in absorption tower
A mixture of air and H2S is forced to pass through a single-stage counter flow water
absorption scrubber. The inlet mole fraction of H2S in air is 50 ppmv and outlet
being 10 ppmv. Outlet H2S in water is 20 ppmv. The total pure air flow rate into the
scrubber is 80 mol/s. What is the pure water flow rate into the scrubber?

Solution
From the problem description, we can get the following known parameters. For the
gas phase, the incoming mole fraction of H2S in the air is y0 = 50 × 10−6 (mole
H2S/mole air) and the exiting mole fraction of H2S in the air is y1 = 10 × 10−6 (mole
H2S/mole air). Then we can get the corresponding mole ratios as

Bottom/gas:Y0 ¼ y0
1� y0

¼ 50� 10�6

1� 50� 10�6 � 50� 10�6

Top/gas:Y1 ¼ y1
1� y1

¼ 10� 10�6

1� 10� 10�6 � 10� 10�6

Similarly for the liquid phase, the mole fraction of H2S in the incoming liquid
phase is x1 = 0 (mole H2S/mole water) and exiting pollutant mole fraction in the
liquid is x0 = 20 × 10−6 (mole H2S/mole water). The corresponding mole ratios are
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X0 ¼ x0
1� x0

¼ 20� 10�6

1� 20� 10�6 � 20� 10�6

X1 ¼ x1
1� x1

¼ 0

Substitute the mole ratios and the carrier gas mole flow rate of �G = 80 (mole/s)
into the mass balance Eq. (5.26), and we have:

�L
�G
¼ Y0 � Y1ð Þ

X0 � X1ð Þ !
�L
80

¼ 50� 10ð Þ
20� 0ð Þ ¼ 2

So the solute-free water flow rate is 160 mol/s. Assuming water molar weight of
18 g/mole, we can calculate the water mass flow rate and it is 2.88 kg/s.

This example also shows quantitatively that for the cases with very low mole
fractions of y and x; 1� y � 1 and 1� x � 1, then X ¼ x and Y ¼ y. Then the mass
balance Eq. (5.22) becomes

�L
�G
¼ y0 � y1

x0 � x1
ðfor x � 1; y � 1Þ ð5:27Þ

5.2.2 Absorption Equilibrium Line and Operating Line

Equation (5.24) can be rewritten as

Y ¼
�L
�G

X � X1ð Þ þ Y1 ð5:28Þ

This equation implies that the gas phase mole ratio Y is a linear function of
liquid phase mole ratio X if �L

�G, X1; and Y1 are constant. Therefore, it describes the
relationship between the gas phase mole ratio and liquid phase mole ratio at any
elevation in an operating tower. If we plot a Y versus X in a figure, it is thereby
called the absorption operating line.

5.2.2.1 Absorption Equilibrium Line

A special operating line is equilibrium line. If the absorption tower operates in such
a manner that the gas-liquid system at any elevation reaches equilibrium, then for
any gas mole ratio Y, there is a corresponding equilibrium liquid mole ratio X*.
And Y can be related to X* according to the Henry’s law. The corresponding linear
function defines the absorption equilibrium line.
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The equilibrium line can be determined as follows. Equation (5.23) gives

x ¼ X=ð1þ XÞ and y ¼ Y=ð1þ YÞ

Substituting them into the Henry’s law Eq. (2.76)

Py ¼ Hx

We can describe the Henry’s Law in terms of the mole ratios (X and Y) instead
of the mole fractions (x and y),

Y
1þ Y

¼ H
P

X
1þ X

� �
ð5:29Þ

Manipulation of the equation gives the mole ratio in liquid phase as

Y ¼ H
P

1þ Y
1þ X

� �
X ð5:30Þ

For most air emission control by absorption, the concentration of the target gas
in air is usually very low, which means X � 1; Y � 1. With this critical
assumption, which is justified in most applications, Eq. (5.30) can be simplified as

Y ¼ H
P
X ð5:31Þ

In order to differentiate the equilibrium line from the operating line, we put
forward two more terms, hypothetical or equilibrium mole ratio: Y* and X*. They
are defined as

Y� ¼ H
P
X Y ¼ H

P
X� ð5:32Þ

A line can be drawn from this equation on X-Y axes. Since this equation is
derived from the equilibrium assumption, it is called equilibrium line (see Fig. 5.4).
The slope of this line is

m ¼ Hð1þ YÞ
Pð1þ XÞ �

H
P

ð5:33Þ

5.2.2.2 Absorption Operating Line

In operating an absorption tower in engineering practice, the equilibrium between
gas and liquid phase cannot be established because of the short residence time when
they encounter each other. Therefore, for a given gas mole ratio Y, the corre-
sponding liquid mole ratio X should be always less than the equilibrium mole ratio.
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Y ¼
�L
�G

X � X1ð Þ þ Y1 ð5:34Þ

In Fig. 5.4, we also can see the driving force of absorption is the gas phase mole
ratio difference Y-Y* or liquid phase mole ratio difference X*-X. Note that
(X1, Y1) are usually fixed in Fig. 5.4.

5.2.2.3 Absorption Minimum Operating Line

Dependingon the engineeringdesign, the driving force of the absorptioncanbechanged
by adjusting the operating line. The slope of each line is the corresponding liquid to gas
ratio �L

�G. As seen in Fig. 5.5, there is a minimum operating line where equilibrium is
reached at the bottom of the tower, and it corresponds to the lowest operating line right
above the equilibrium line in Fig. 5.5. A practical term is the minimum liquid to gas
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ratio defined by the minimum operating line. Once it is determined, the actual oper-
ating liquid-to-gas ratio is set higher than this minimum ratio.

The minimum liquid-to-gas flow ratio can therefore be determined using the
above Eq. (5.26) based on the equilibrium value of X�

0 ,

�L
�G

� �
min

¼ Y0 � Y1
X�
0 � X1

ð5:35Þ

X�
0 ¼ x�0

1� x�0
ð5:36Þ

and X�
0 would be the maximum possible mole ratio of the target gas in the liquid

phase if it were allowed to come to equilibrium with the gas entering the tower in
the gas phase. x�0 can be taken from the equilibrium line with the inlet gas inlet y0 or
determined using Eq. (5.37).

x�0 ¼ Py0=H ð5:37Þ

Example 5.5: Absorption minimum operating line
A mixture of air and H2S is force to pass through a single-stage counter flow water
absorption scrubber. The inlet mole fraction of H2S in air is 50 ppmv. The total gas
flow rate into the scrubber is 80 mol/s and the pure water flow rate into the scrubber
is 10 mol/s. Assuming that the gas-water system is at equilibrium state at 30 °C, and
the atmospheric pressure is 101,325 Pa. Find the mole fraction of H2S in gas phase
at the exit. Assume that the system within the tower is air-H2S for gas and water-
H2S for liquid phases.

Solution
Since the air pollutant concentration in the air is very low and the consequent
concentration in the liquid phase should also be very low, the simplified mass
balance equation can be used to solve this problem. Substitute �L = 10 mol/s,
�G = 80 mol/s, x1 = 0 mol H2S/mole water, y0 = 0.00005 mol H2S/mole air into the
simplified mass balance equation (5.27) gives

y1 ¼ 5� 10�5 � 10
80

x0 � 0ð Þ

The inlet mole fraction of H2S in the air can be determined from the assumption
of equilibrium state. Applying Henry’s law to the equilibrium state to the bottom of
the system gives

Py0 ¼ Hx0

where the Henry’s Law constant can be found from Table 2.4 as H = 609 × 1.
1 × 105 Pa/mole fraction in water at 30 °C and P = 1.013 × 105 Pa with y0 =
50 × 10−6, x0 can be determined as
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x0 ¼ 8:32� 10�8 ðmole of H2S/mole of waterÞ

Then the outlet H2S mole fraction in the air is

y1 � 50 ppmv ¼ y0

This result indicates that the wet scrubber that operates at equilibrium governed
by Henry’s law is basically useless in absorbing the air pollutant into the liquid
phase. This is calculated based on the assumption of equilibrium at the bottom of
the system. This actually makes sense because that is what equilibrium implies—no
net mass transfer between gas and liquid phases. Practically speaking, this system
works along the minimum operating line, but it is not that effective in gas
absorption. In practice, the operating line must be different from this line.

Example 5.6: Absorption operating line
A packed bed wet scrubber is designed to remove high concentration SO2 from the
exhaust of a sulfuric acid plant. It is expected to achieve a removal efficiency of
95 %. The incoming SO2 concentration is 10 %. Pure water is used as an absorbent
and the solute-free liquid to gas ratio is 1.5 times the minimum ratio. Assume that
the system operates at an average temperature of 30 °C and 1 atm. The equilibrium
data for SO2 in air and water at this temperature are as follows [18]

Partial pressure
pSO2 (mmHg)

0.6 1.7 4.7 8.1 11.8 19.7 36 52 79

SO2 concentration in
water cSO2 (g SO2/
100 g water)

0.02 0.05 0.1 0.15 0.2 0.3 0.5 0.7 1

Plot the equilibrium line, the minimum operating line and the operating line in
the same figure.

Solution
To determine the equilibrium line Y versus X, we need to determine the mole
fraction changes in liquid and gas phases in the scrubber.

Step 1: Determine the equilibrium line by the mole fraction in gas by Dalton’s
law, Eq. (2.40) and liquid phases, respectively

y ¼ ySO2 ¼
PSO2

P

x ¼ xSO2 ¼
cSO2

64 g/mole
cSO2

64 g/moleþ
100 g

18 g/mole
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where 64 and 18 are the molar weights of SO2 and water, respectively, with the unit
of g/mole. Using these equations, we can calculate the SO2 mole fractions in gas
phase and liquid phase (Table 5.5).

And the corresponding the equilibrium line by linear regress is

Y ¼ 41:69X � 0:006 R2 ¼ 0:994
� � ð1Þ

The equilibrium line Y versus X is plotted in Fig. 5.6.
We also can get the linear regression of y versus x as

y ¼ 37:747x� 0:0043 R2 ¼ 0:998
� � ð2Þ

The minimum water flow rate can be determined using Eq. (5.21) with the inlet
SO2 mol fraction y0 = 10 % = 0.10, and exit SO2 mol fraction
y1 = 0.10 × (1–95 %) = 0.005. In the pure water entering the top of the tower,
x1 = 0, and at the bottom of tower, the SO2 mol fraction in the air is y0 = 0.01 and

Table 5.5 SO2 solubility data at 30 °C and 1 atm

Partial
pressure

Solubility SO2 mole frac-
tion in gas

Mole fraction
in liquid

Mole
ratio

Mole
ratio

pSO2

(mmHg)
cSO2 (g SO2/
100 g water)

y ¼ pSO2
760 mmHg

xSO2 Y ¼ y
1�y X ¼ x

1�x

0.6 0.02 0.000789 0.00005625 0.00079 0.000056

1.7 0.05 0.00224 0.00014 0.00224 0.00014

4.7 0.1 0.00618 0.000281 0.00622 0.000281

8.1 0.15 0.01066 0.000422 0.01077 0.000422

11.8 0.2 0.0155 0.000562 0.01577 0.000563

19.7 0.3 0.0259 0.000843 0.0266 0.000844

36 0.5 0.04737 0.00140 0.0497 0.00141

52 0.7 0.06841 0.001965 0.07345 0.00197

79 1 0.104 0.0028 0.1160 0.00281

Y =21.659X+0.0526

Y=41.687X-0.0058 (R² = 0.994)

Y=32.489X+0.0526 (R² = 1)
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the corresponding equilibrium mole fraction in the water exiting the bottom of the
tower is determined from the equilibrium line, Eq. (2)

x�0 ¼ 0:0028

Then the correspondingminimum liquid-to-gas ratio is determined by substituting
these values into Eq. (5.35), together with x1 ¼ 0, y1 ¼ 0:05,

�L
�G

� �
min

¼
y0

1�y0
� y1

1�y1
x�0

1�x�0
� x1

1�x1

¼ 21:67

Then the minimum operating line can be determined using Eq. (5.21)

y
1� y

� �
þ x1

1� x1

� �
�L
�G

� �
min

¼ x
1� x

� 	 �L
�G

� �
min

þ y1
1� y1

� �

In Fig. 5.6, the minimum operating line is defined as

Y ¼ 21:66X þ 0:053 ð3Þ

The actual operating liquid to gas ratio is 1.5 times of this liquid flow rate

�L
�G
¼ 1:5�

�L
�G

� �
min

¼ 32:49

Then we can determine the actual operating line using Eq. (5.21) again, with

x1 ¼ 0, and y1 ¼ 0:05, and �L
�G

� 	
min

¼ 32:49

y
1� y

� �
þ x1

1� x1

� �
�L
�G

� �
¼ x

1� x

� 	 �L
�G

� �
þ y1

1� y1

� �

Which leads to, in Fig. 5.6,

Y ¼ 32:49þ 0:053 ð4Þ

All the three lines defined by Eqs. (1), (3) and (4) are shown in Fig. 5.6.

5.2.3 Height of the Packed Absorption Tower

Another engineering interest is the height of the tower, where the minimum liquid
flow rate is known. Referring to the same schematic diagram in Fig. 5.3, and the
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two-film model (see Chap. 2), the mass transfer in the liquid phase within the
elemental height, dz, in the tower is

d Lxð Þ ¼ kx xi � xð ÞdAi ð5:38Þ

where dAi is the gas–liquid interfacial surface area over the height of dz, and it
depends on the packing material property, a (m2/m3 of tower), which is the surface
area per bulk volume in the tower.

Typical packing materials and the corresponding surface areas are summarized
in Table 5.6 [2]. The packing materials are designed to maximize the gas-liquid
interfacial area with low resistance to the flow. Nonetheless, these values are only
for guide purpose only. Users are strongly recommended to get updated data from
packing suppliers if needed.

Consider a tower with a cross-sectional area Ac filled with packing materials
characterized with a (m2/m3). The interfacial surface area over the height of dz is

Table 5.6 Packing data (Adapted from Bhatia [2])

Packing type Material Nominal
size (in.)

Area per
volume (m2/m3)

Berl saddle
Ceramic and porcelain ¼ 899

½ 509

1 259

2 105

Intalox saddle
Plastic 1 207

2 108

3 89

Ceramic ¼ 984

½ 623

1 256

2 118

Raschin ring

Ceramic and porcelain ½ 374

1 190

1½ 118

2 92

3 62

Pall ring
Metal 5/8 × 0.018 thick 341

1½ × 0.03 thick 128

Tellerette 1 180

2 125

3 98
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dAi ¼ aAcdz ð5:39Þ

where Ac is the cross section area (m2) of the tower that is normal to the flow
direction. The liquid mole flow rate L (mole/s) is generally a variable and it is
L ¼ �L= 1� xð Þ: Introducing this variable into Eq. (5.38) leads to

d
x

1� x

� 	
¼ kx

�L
xi � xð ÞaAcdz ð5:40Þ

It gives

dz ¼
�L

kxaAc xi � xð Þ d
x

1� x

� 	
¼

�L
kxaAc xi � xð Þ

dx

1� xð Þ2 ð5:41Þ

Manipulation of the equation gives

dz ¼
�L

kxaAc

� �
dx

ðxi � xÞð1� xÞ ð5:42Þ

Integration of the above equation leads to the total height of the tower

Z ¼ Zx0
x1

�L
kxaAc

� �
dx

xi � xð Þ 1� xð Þ ð5:43Þ

Rigorously speaking, �L= kxaAcð Þ is a variable in that the single phase mass
transfer coefficients (kxÞ increases as the liquid flows downward. For the simplicity
of calculation, we can use the mean values of �L= kxaAcð Þ and it can be treated as a
constant. Then

Z ¼
�L

kxaAc

Zx0
x1

dx
xi � xð Þ 1� xð Þ ð5:44Þ

When the total mass transfer coefficient Kx is available, we can use the equi-
librium mole fraction x*, for calculation

Z ¼
�L

KxaAc

Zx0
x1

dx
x� � xð Þ 1� xð Þ ð5:45Þ

By similar analysis for the gas phase, we also can get

Z ¼
�G

kyaAc

Zy0
y1

dy
y� yið Þ 1� yð Þ ð5:46Þ
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Z ¼
�G

KyaAc

Zy0
y1

dy
y� y�ð Þ 1� yð Þ ð5:47Þ

Let us continue with our analysis by liquid phase. In design practice, the terms in
front of the integration sign in Eq. (5.44) is often referred to as height of transfer
unit (HTU) calculated using liquid phase mass transfer coefficient. For example, the
HTU based on liquid phase mass transfer is

HTUx ¼
�L

kxaAc
ð5:48Þ

The corresponding term by integration in Eq. (5.44), is called number of transfer
unit (NTU),

NTUx ¼ Zx0
x1

dx
xi � xð Þ 1� xð Þ ð5:49Þ

By the same approach we can get the HTUy and NTUy for gas phase. They all
can be described using the overall mass transfer coefficients Kx;Ky as well. Non-
theless, the packed tower height is

H ¼ HTU� NTU ð5:50Þ

5.2.3.1 Packed Tower Diameter and Flooding Velocity

Body diameter is another important parameter of a packed tower. It is mainly
limited by the gas velocity at which liquid droplets become entrained in the exiting
gas stream.

D ¼ 4Q
p�ug

� �1=2

ð5:51Þ

where the diameter D is in m, Q is the volumetric gas flow rate in (m3/s) and �ug is
the mean gas face speed in m/s. When the gas flow rate reaches a point that the
liquid is held in the void spaces between the packing materials, the corresponding
gas-to-liquid ratio is termed as loading point. A further increase in gas flow rate (or
gas velocity) will prevent the liquid from moving downward causing the liquid to
fill up the void spaces in the packing. As a result, the gas–liquid interface surface
area drops substantially and thereby the absorption efficiency decreases dramati-
cally. And, the pressure drop increases greatly too. This condition is referred to as
flooding, and the corresponding gas velocity is called flooding velocity. As a typical
engineering practice, the diameter of a packed tower should enable the operation at
50–75 % of the flooding velocity.
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A common and relatively simple procedure for estimating flooding velocity and
minimum column diameter is to use a generalized flooding and pressure drop
correlation. One version of the flooding and pressure drop relationship for a packed
tower is the Sherwood Chart [12]. Readers are referred to literature for in-depth
understanding on this topic in engineering design of a packed bed wet scrubber.

5.2.4 Chemical Absorption

In many engineering applications, the resistance in the liquid phase mass transfer is
reduced by converting the dissolved gas into other materials. This reduction in the
solute concentration in the liquid allows more gases to be absorbed at a much lower
consumption of the liquid absorbent. For example, base solvents are used for the
capture of acidic gases. The most common acid gases include sulfur dioxide (SO2),
hydrogen chloride (HCl), and hydrogen fluoride (HF). Nitric oxides and carbon
dioxide formed in most combustion processes are also mildly acidic. Common
alkalis include lime, soda ash, and sodium hydroxide. Sodium hydroxide is usually
fed in solution. One classic example is de-SO2 by spray of limestone or sodium
hydroxide. The alkali requirements are usually calculated based on the quantities of
acidic gases captured and the molar ratios necessary for the corresponding chemical
reactions.

Consider the packed-bed wet scrubber again and assume that the fresh liquid
solvent contains little dissolved gas of concern. At steady state, the mass transfer
rate (in mole/s) within the liquid phase is

N ¼ kxaV xi � xssð Þ ð5:52Þ

where V the total reactor volume (m3) and aV together is the interfacial contact area
for mass transfer (m2); x and xss are the mole fraction of the target gas at gas–liquid
interface and that in the bulk liquid at steady state, respectively.

The target gas transferred into the liquid is either physically stored in the liquid
or consumed by chemical reactions:

N ¼ �L
xss

1� xss

� �
þ kxss ð5:53Þ

Again �L is the mole flow rate (in mole/s) of the solute free liquid entering the
tower. k (mole/s) is the chemical reaction coefficient corresponding to xss. When k is
available based on the mass concentration css rather than xss, a conversion between
units is needed. The first term on the right-hand side of Eq. (5.53) stands for amount
of physically dissolved gas; the last term for chemically absorbed gas.
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Combine Eq. (5.52) and (5.53), we have:

N ¼ kxaV xi � xssð Þ ¼ �L
xss

1� xss

� �
þ kxss ð5:54Þ

For cases where xss � 1; 1� xss � 1, then

kyaV yi � yssð Þ ¼ �Lyss þ kyss ð5:55Þ

Solving this equation we can get the steady state concentration of the target gas
in the liquid phase

xss
xi

¼ kxaV
kxaV þ �Lþ k

ð5:56Þ

This equation indicates that there are three factors that affect the steady state
absorption ratio, which is defined as xss=xi, and they are kxaV ; �L and k. They stand
for the effects of interfacial mass transfer, liquid flow rate, and kinetic rate of
chemical reaction, respectively. Practically, it is challenging to determine the mole
fraction at the interface, xi; although it could be estimated by extensive theoretical
analysis.

5.2.4.1 Enhanced Absorption Factor, e

A more practical approach to this problem is to employ an enhanced absorption
factor, e. It is defined as the ratio of extra amount of target gases absorbed into the
liquid by chemical absorption to that by physical absorptions.

e ¼ x0

x
ð5:57Þ

where x0 stands for the extra absorption resulted from chemical absorption. The
theoretical enhanced absorption factor could be very high, but the actual value
depends on the design and operation of the tower. Then, with chemical absorption
considered, Eq. (5.19) becomes

yG� y1G1 ¼ xþ x0ð ÞL� x1L1 ¼ x 1þ eð ÞL� x1L1 ð5:58Þ

It indicates that the amount of liquid flow rate is decreased by a factor of 1þ eð Þ:
Then all results obtained by the analysis for physical absorption can be applied to
chemical absorption, by multiply �L with a factor of 1þ eð Þ. For example, Eq. (5.21)
leads to
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y
1� y

� y1
1� y1

¼ x
1� x

� x1
1� x1

� �
�L
�G

� �
ð1þ eÞ ð5:59Þ

This equation also indicates that the amount of liquid to gas ratio is reduced by
enhanced chemical absorption.

5.3 Practice Problems

1. The concentration of acetone (C3H6O) in a machine shop is 3 ppmv. The density
of acetone vapor is 2.01 kg/m3 under standard conditions. A carbon filter bed is
used for air cleaning. The airflow rate through the filter is 0.05 m3/s. Determine

a. The adsorption capacity of the activated carbon filter using Yaws data
(1995).

b. The total amount of carbon needed for the bed, assuming the working
adsorption capacity is 75 % of the saturated adsorption and the bed service
life is 1 year.

2. In a machine shop, the concentration of acetone (C3H6O) in the room air is
0.00001 kg/m3. An activated carbon filter is used in an air recirculation system
to remove the acetone. The bulk density of the activated carbon is 400 kg/m3.

The airflow rate of the recirculation system is 20 l/s. The cross-sectional area of
the bed is 1.5 m2. Determine

a. The speed of the adsorption wave
b. The length of the bed if the bed is to be replaced every 30 days.

3. A carbon adsorption unit is designed to control the emission from an air stream
having 250 ppmv of toluene flowing through the bed at a rate of 1,500 m3/min.
The process works 24 h/day at 27 °C temperature and 1 atm pressure. Assume
the working capacity of the carbon is 0.15 kg toluene/kg of carbon. Determine
the amount of carbon needed in all beds of a 4-bed adsorber if two beds are
online for 4 h and then regenerated while the other two working.

4. A carbon adsorption unit is designed to control the emission from an air stream
having 250 ppmv of toluene is flowing through the bed at a rate of 1,500 m3/min.
Calculate the cross sectional area of a bed if maximum allowable superficial
velocity through the bed is 20 m/min.

5. A carbon adsorption unit is designed to control the emission from an air stream
having 2,500 ppmv of ethylene glycol vapor is flowing through the bed at a rate
of 1,500 m3/min at a temperature of 27 °C and pressure of 1 atm. Calculate the
working adsorption capacity of the carbon. Assume that the working adsorption
capacity of the bed is 50 % of the adsorption capacity, and that the bed is filled
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with 200 kg of activated carbon. The expected breakthrough efficiency is 90 %.
Estimate its breakthrough time. Assume Kx ¼ 20 s�1 and packing density of
400 kg/m3.

6. An activated carbon column is used to remove tribromomethane (2.89 g/cm3)
from the air at standard condition. The mass flow rate of air is 2.5 kg/s and the
concentration of the pollutant in the inlet air stream is 0.0025 kg/m3. The bulk
density of the activated carbon is 500 kg/m3, and the mass transfer coefficient of
the adsorbent Kx ¼ 25 s�1. The adsorption bed is 2 m deep and 1.5 m2 in
cross-sectional area. The designed adsorption efficiency is gx ¼ 0:95. That is,
the breakthrough point of the bed is considered to be when the outlet concen-
tration reaches 5 % of the inlet concentration. Estimate the life time of this
column.

7. A packed bed is designed to remove SO2 by pure water absorption from a
sulfuric acid plant. The incoming SO2 concentration is 10 %. The water flow
rate is 1.5 times the minimum water flow rate and the inert gas flow rate
�G = 500 kg/hr. The tower operates at an average temperature of 30 °C and
1 atm. The equilibrium data for SO2 in air and water at this temperature.

If the corresponding mass transfer coefficients are

kya ¼ 0:6634L0:82

kxa ¼ 0:09944L0:25G0:70

where L and G are the liquid and gas flow rates in kg/(m2h)

(a) determine minimum water flow rate,
(b) the equilibrium line,
(c) the operating line is the same figure,
(d) the gas phase mass transfer coefficient at the gas inlet,
(e) the gas phase mass transfer coefficient at the gas outlet,
(f) the liquid phase mass transfer coefficient at the liquid inlet,
(g) the liquid phase mass transfer coefficient at the liquid outlet.

Partial pressure pSO2

(mmHg)
Solubility cSO2 (g SO2/100 g
water)

0.6 0.02

1.7 0.05

4.7 0.10

8.1 0.15

11.8 0.20

19.7 0.30

36.0 0.50

52.0 0.70

79.0 1.00
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Chapter 6
Separation of Particles from a Gas

As the counterpart of Chap. 5, this chapter covers the basics behind various particulate
emission control devices. It starts with a general introduction to particle separation
efficiency followed by systematic introduction to the principles for gravity settling
chambers, centrifugal separators (cyclones), electrostatic precipitators, and filters.

6.1 General Consideration

Particle separation is a critical step in many energy and environmental engineering
applications. In addition to the reduction of particulate emission before a flue gas is
discharged to atmosphere, particle separation is an important step for alternative
fuel development. For example, in order to clean gaseous fuel from gasification,
heavy gas molecules have to be removed from the stream using membranes.
However, this cannot be achieved without the removal of particulate matter from
the gas stream, otherwise the membrane will lose its function by clogging.

In general, a particle can be separated from its carrier gas by gravitational
settling, cyclonic separation, filtration, wet scrubbing, thermal force separation, and
electrical separators like electrostatic precipitators. The thermal force separators
work in principle, but it is not effective in handling large volume of gas flow or for
large particles [15], therefore, it will not be introduced in this book.

The performance of a particle separation device can be quantified by the fol-
lowing three main parameters: pressure drop, capability, and most importantly,
efficiency.

6.1.1 Particle Separation Efficiency

The efficiency of a particle separator can be described by grade efficiency curve,
which gives the separation efficiency as function of particle size. It can also be
quantified by total efficiency.
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Consider a particle separation device, which could be any of the devices to be
introduced shortly. Ni and No are the numbers of particles with size dp before and
after the device, respectively. The total amount of particles collected by the device
is Nc ¼ Ni � No. Then the separation efficiency for particles with a size dp is
defined as the

g dp
� � ¼ Nc

Ni
¼ 1� No

Ni
: ð6:1Þ

The performance of a particle separation device can also be described with a
penetration efficiency (P).

P dp
� � ¼ Ni

No
: ð6:2Þ

Obviously, the relationship between P and g is defined as

g ¼ 1� P ð6:3Þ

g dp
� �

represents the efficiency for the particles having same diameter, dp. It is
also referred to as grade collection efficiency.

An important parameter in fractional efficiency is the so-called “cut size”, d50,
which is the particle size for which the separation efficiency is 50 %.

In air pollutant control, we deal with polydisperse particles. It leads to another
term called total efficiency. The total efficiency by considering all the particles is

g ¼
R1
0 No dp

� �
ddpR1

0 Ni dp
� �

ddp
¼
R1
0 gp dp

� �
Ni dp
� �

ddpR1
0 Ni dp

� �
ddp

ð6:4Þ

When the particle size distribution is measured using discrete data, it can be
estimated by

g ¼
P

g dpi
� �

Ni dpi
� �

P
Ni dpi
� � ð6:5Þ

If the particle density m is assumed to be the same before and after the device
and all the particles with the same size have the same mass, we can replace number
N with mass m; Eq. (6.4) becomes

g ¼
R1
0 mpo dp

� �
d dp
� �R1

0 mpi dp
� �

d dp
� � ¼

R1
0 g dp

� �
mpi dp
� �

d dp
� �R1

0 mpi dp
� �

d dp
� � ð6:6Þ

Similarly, when the particle size distribution is measured using discrete data,
Eq. (6.5) can be rewritten as
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g ¼
P
i
g dpi
� �

mpi dpi
� �

P
i
mpi dpi
� � ð6:7Þ

With the fractional efficiency curve of a device determined, the total efficiency
for polydisperse particles can be calculated using above equation. In the following
analyses, only fractional efficiency will be introduced to avoid duplication of work.

6.1.2 Particle Separation Efficiency of Multiple Devices

In engineering applications, usually more than one unit is employed in order to
achieve high efficiency or to handle a great amount of air flow. The former is
achieved by connecting more than one unit in serial and the latter in parallel.
Consider k identical devices arranged in serial, the number of particles entering the
ith unit is the same as that penetrating through the (i − 1)th unit. Then the pene-
tration through all the k units is

P ¼ PPi ¼ P1P2. . .Pk ð6:8Þ

And the corresponding efficiency is

g ¼ 1� P ¼ 1� P1P2. . .Pk ð6:9Þ

In this analysis, we actually made a critical assumption that the particle sepa-
ration efficiencies of the identical units are the same. In reality, it is actually invalid
because the particle separation efficiency of a unit depends on the incoming particle
concentration, which keeps decreasing when the units are connected in serial.
Therefore, careful interpretation of this equation should be executed.

Example 6.1: General particle separation efficiency
A filter has an efficiency of 85 %. What is the total efficiency if two of them
working in serial.

Solution
With a single filter efficiency of 85 %, the corresponding penetration efficiency is
15 %. For two filters in serial, the total efficiency is thereby

g ¼ 1� P1P2 ¼ 1� 0:15� 0:15 ¼ 0:9775

The total filtration efficiency is 97.75 %.
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6.2 Gravity Settling Chambers

A gravity settling chamber was mainly used for the separation of large particles
from the air stream. In practice, a gravity settling chamber is only effective for
particles with a diameter of 50 μm or larger. As seen in Fig. 6.1, it classifies the
particles by gravitational force. A consequential drawback of these devices is the
large footprint. Depending on the gas velocity, a chamber can be designed to
operate at laminar flow or turbulent flow.

6.2.1 Laminar Flow Model

Consider a gravity settling chamber with dimensions of height H, length, L and
width W . A particle having diameter dp enters the chamber as shown in Fig. 6.2.
Under laminar flow condition, the trajectory of any particle should be a straight line.
As it moves from left to the right together with the airflow at a speed of U, it settles
at a terminal speed of vTS. The concept of terminal settling speed was introduced
above in Sect. 4.2.1.

If the particle barely touches the lower right edge of the chamber when it enters
the chamber at a height Hc, then all the particles of the same size entering the
chamber above Hc will penetrate through the chamber; those below Hc will be

H

L

vTSHc

Q
U

Fig. 6.2 A laminar flow gravity settling model

Fig. 6.1 A schematic diagram of a gravity settling chamber
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collected on the surface of the lower plate. This height Hc can be referred to as the
critical height. Then the fractional efficiency of the chamber for this group of
particles (dp) is

g dp
� � ¼ Hc

H
ð6:10Þ

The time for a particle entering the chamber at the critical height, Hc, falls down
through a vertical distance Hc while traveling a horizontal distance L, is

t ¼ L
U

¼ Hc

vTS
ð6:11Þ

It leads to

Hc ¼ vTSL
U

ð6:12Þ

Substitute Eq. (6.12) into the efficiency Eq. (6.10) above, and we have

g dp
� � ¼ vTSL

UH
ð6:13Þ

where the gas incoming speed can be determined from the flow rate of the air
passing through the chamber,

U ¼ Q
WH

ð6:14Þ

where W is the width of the chamber. The terminal settling speed of a spherical
particle falling in a gravitational field is

vTS ¼ qpd
2
pgCc

18 l
ð6:15Þ

Therefore, the fractional particle separation efficiency can be described as

g dp
� � ¼ qpgd

2
pCc

18 l
LW
Q

ð6:16Þ

6.2.2 Turbulent Flow Model

For turbulent flow model, we assume that the particles and the air are completely
mixed at any cross section that is normal to the direction of airflow. Consider an
element with an infinitesimal length dx. The concentration of particles within which
is assumed to be uniform and the particles settle down at a terminal velocity of vTS.
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During an infinitesimal period of time dt, the particles at the bottom of the chamber
within a distance δ = vTS dt above the lower collecting plate are considered col-
lected since only these particles can reach the surface (shaded area in the Fig. 6.3).

Then the amount of particles entering the element defined by dx equals to the
total depositing on the bottom surface and that penetrating through the element, i.e.,

CxUWH ¼ CvTSW dxð Þ þ CxþdxUWH ð6:17Þ

The ratio of the amount of settled particles to the total amount of particles that
enter the element defined by dx equals to the shaded area over the total elemental
area, which gives

dC
C

¼ � vTS
H

dt ð6:18Þ

The negative sign indicates the decreasing particle number concentration along
x-direction.

Substitute the elemental residence time, dt ¼ dx=U, into the above equation, and
we have,

dC
C

¼ � vTS
HU

dx ð6:19Þ

Integration of both sides leads to

ZCo

Ci

dC
C

¼ � ZL

0

vTS
HU

dx ð6:20Þ

We can get the penetration efficiency of the particles through the chamber

P ¼ exp � vTSL
HU

� �
ð6:21Þ

H

L

Q

x

y

x x+dx

Cx Cx+dx

δ

Fig. 6.3 A turbulent flow
model of gravity settling
chamber
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The corresponding particle separation efficiency is thereby

g dp
� � ¼ 1� exp � vTSL

HU

� �
¼ 1� exp � vTSLW

Q

� �
ð6:22Þ

It is important to note that in the analysis above, we assumed that a particle is
collected and stays on the collection surface once it reaches there. This is actually
more applicable to a sticky particle than a hard bumpy one. Particle bouncing and
resuspension, also referred to as re-entrainment, introduced in Chap. 4, can sig-
nificantly reduce the particle separation efficiency. Unfortunately, there is very
limited knowledge about particle re-entrainment in particle separation due to its
extreme complexity. terminal precipitating velocity,Therefore, the analytical for-
mulae above, as those to come for other technologies, can only be used for guidance
only.

Example 6.2: Gravity settling chamber efficiency
Consider a gravity settling chamber that is 1-m wide (W = 1 m) and 1-m high
(H = 1 m). Air flow rate is 1 m3/s (=3,600 m3/h) and assume laminar flow within the
chamber. Estimate its separation efficiency versus aerodynamic diameter under
standard ambient condition.

Solution
Using Eq. (6.16), we can calculate the fraction efficiency for different particle size
as follows:

The fractional efficiency of a gravitational settling chamber is so low that it can
no longer meet more and more stringent emission control requirements. As a result,
there has been a sharp decline in the use of gravity settling chamber, although there
are still a few of them in commercial use. However, similar analysis applies to
electrostatic precipitator and, to a certain degree, to cyclone, which are introduced
as follows.

dpðlmÞ g dp
� � ¼ qpgd

2
pCc

18 l
LW
Q (%)

10 0.03

100 3

150 7

200 12

250 19

350 37

500 75

575 100
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6.3 Electrostatic Precipitation

The model analysis of electrostatic precipitation is very similar to that for the
gravity settling chamber as discussed in Sect. 6.2 except that the driving force is
now not gravitational but electrical. And the electrical field is arranged horizontal
rather than vertical. Consider a flow through a pair of vertical plates H apart from
each other with length L and depth b into the paper.

By replacing the gravitational settling velocity in Eq. (6.16) above with the
terminal precipitating speed VE, we can get the equation for laminar condition as
follows:

g dp
� � ¼ VEL

UH
¼ VELb

UHb
¼ VEA

Q
ðLaminarÞ ð6:23Þ

where A is the area of one plate collecting particles.
Following the similar analysis for gravitational setting chamber, we can also get

the efficiency for complete mixing condition.

g dp
� � ¼ 1� exp �VEA

Q

� �
ðTurbulentÞ ð6:24Þ

where the terminal precipitating speed, VE, in the electrical force field can be
determined by equating the electrical force on the particles and the drag force,

qE ¼ 3pVEdpl
Cc

ð6:25Þ

where q is the charge carried by the particles (columns) and E is the electric field
intensity (V/m). This equation leads to

VE ¼ qECc

3pdpl
ð6:26Þ

Equation (6.26) shows that the precipitation speed of a particle depends on the
charge carried by the particle, q, and the strength of the electrical field, E. They are
determined as follows.

6.3.1 The Electric Field Intensity

The intensity of an electric field, E; is determined by the electrode geometry and the
voltage difference that is applied between the electrodes.
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E ¼ �rV ð6:27Þ

where E is the electric field intensity in (V/m), V is the voltage. The exact form of
the electric field depends on the configuration of the electrodes.

Two typical electrode configurations are shown in Fig. 6.4. One is parallel plates
and another wire-tube. The difference in voltage between the two electrodes is V .
Then the electrical field intensity between the two parallel plates is uniform and it is

E ¼ V
Dx

ð6:28Þ

However, for the wire-tube type, the electrical field intensity is a function of
radial position, r,

EðrÞ ¼ V
rln D=dð Þ ð6:29Þ

where d = diameter of the wire, D = diameter of the tube, and r ¼ radial position,
and d=2\ r\D=2

In reality, the electric field created by the electrode system may also be affected
by the presence of electrons, ions, and other charged particles in the gas stream.
This alters the electric field strength especially near the collection electrode.

6.3.2 Particle Charging

The success of ESP operation depends primarily on the charging of the particles.
There are many ways to charge airborne particles, but only corona discharge can
generate sufficient amount of ions for industrial electrostatic precipitators. Corona
discharge is accomplished by applying high voltages in the order of kV on the
discharge electrodes and grounding the collector plates. When the electric field
intensity is greater than the electric breakdown intensity (typically about 30 kV/cm
for ambient air), ions such as N2+ and O2+ and electrons, e−, are produced at the
electrode.

Δx
d D

Fig. 6.4 Two typical electrode configurations
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The particles can be charged by the ions generated by a corona discharger. There
are two distinctive charging mechanisms, one being diffusive charging and another
field charging. For either one, there is a saturation of charging because a particle can
carry only certain amount of ions. With more and more ions charged on the particle,
they also create another electric field preventing more ions from coming closer to
the particle.

Ions charged to a particle can be positive, negative, or both. Depending on the
polarity of the ions, the charging process is defined as unipolar or bipolar charging.
Unipolar charging is much more effective than bipolar charging and thereby widely
employed in industrial ESPs. Although there is not much difference between the
effectiveness of positive and negative charging processes, positive charging will
generate ozone, which is considered as secondary air pollutant. Therefore, negative
charging is preferred and widely used.

6.3.2.1 Diffusive Charging

Airborne ions share the thermal energy of the gas molecules and obey the same law
of kinetics theory. Diffusion of the ions in the air may result in collisions between
the ions and the airborne particles, and thereby the attachment between the particles
and the ions. This process is referred to as diffusive charging.

Consider an ion that is approaching a particle already being charged with n ions.
The potential energy of the air with a distance r away from the particle is

P ¼ KEne2

r
ð6:30Þ

where KE ¼ 9� 109 Nm2/C2 is a force constant.
According to White (1951), the spatial distribution of the concentration of air-

borne ions in a potential field is

Ni rð Þ ¼ Ni0exp � P
kT

� �
ð6:31Þ

where Ni0 = ion concentration in the charging zone, k = the Boltzmann constant,
T = absolute temperature in K, and P = potential energy in J.

Substitute Eq. (6.30) into (6.31), ion concentration near the particle at a radial
distance of r becomes

Ni rð Þ ¼ Ni0exp �KEne2

r
1
kT

� �
ð6:32Þ
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At the surface of the particle, where r ¼ dp
�
2; Eq. (6.32) leads to,

Ni dp
�
2

� � ¼ Ni0exp � 2KEne2

dpkT

� �
ð6:33Þ

The number flux of ions can be determined by assuming that all the ions are
captured when they strike the particle.

At r = dp
�
2, the number of ions loss from the air to the surface of the particle is

then described as

dn
dt

¼ Ni0�cipd2p
4

exp � 2KEne2

dpkT

� �
ð6:34Þ

where n is the number of ions moved from air to the surface of the particle,

�ci = mean thermal speed of the ions and (pd2p
.
4) stands for the surface area of the

particle. Integration of the above equation leads the number of ions charged on
the particles at time t

nðtÞ ¼ dpkT
2e2KE

ln 1þ dpKE�cipe2Ni0

2kT
t

� �
ð6:35Þ

where �ci is the mean thermal speed of ions. Under normal condition, the mean
thermal speed of ion �ci is about 239 m/s [41]. k is Boltzmann constant
(1.38 × 10−23 J/K), KE = 9� 109 Nm2/C2, and Ni0 is ion concentration.

6.3.2.2 Field Charging

With the presence of electric field, ions are forced to move along the direction of the
electric field. Leading to a high rate of collision between the ions and the particles.
This is referred to as field charging mechanism. The number of ions charged to a
particle by field charging depends on the properties of the particle, its size, and the
intensity of the electric field, E:

nðtÞ ¼ Ed2p
4eKE

3er
2þ er

� �
t

t þ s

� �
ð6:36Þ

where E = intensity of the electric field with a typical value of 106 V/m, er ¼ rel-
ative permittivity or dielectric constant of the particle with respect to vacuum, and
er ¼ e=e0; e0 ¼ 8:854� 10�12 C/Vm is the permittivity of a vacuum. The per-
mittivity of typical particles can be found in handbooks. τ is the charging constant
and it varies with the field condition.
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s ¼ 1
pNi0KEeZe

ð6:37Þ

where Ze ¼ mobility of the ions, and the average value of the mobility of air ions is
about 1:5� 10�4 m2/V s. A typical charging constant is s ¼ 0:01� 0:1 s using the
above equation.

The number of ions that is eventually charged to a particle depends on charging
time, the concentration of ions in the charging zone, and the electric mobility of
these ions, which determines the moving speed of the ions in response to the
electric field E. In a typical industrial application, the particle residence time t is of
the order of 10 s. Therefore, t � s and we can assume maximum field charging,
which is from Eq. (6.36).

nmax ¼
Ed2p
4eKE

3er
2þ er

� �
ð6:38Þ

6.3.2.3 Combined Charging

Combined charging takes into consideration both charging mechanisms. The total
number of ions charged to a particle is calculated using

n tð Þ ¼ dpkT
2e2KE

ln 1þ dpKE�cipe2Ni0

2kT
t

� �
þ Ed2p
4eKE

3er
2þ er

� �
t

t þ s

� �
ð6:39Þ

On the right-hand side of the equation, the first term is for the effect of diffusive
charging and the last for field charging. The relative importance of diffusive and
field charging depends on the size of the particles to be charged. Since both dif-
fusive and field charging are a function of d2p , which indicates that it is not the
aerodynamic diameter but rather the actual surface area that affects the charging
effect.

Figure 6.5 shows the relative importance of diffusive and field charging; cal-
culation was based on the following parameters:

KE ¼ 9� 109 Nm2
�
C2 Ze ¼ 1:50� 104 m2

�
Vs Nio ¼ 5:00� 1014 ion

�
m3

e ¼ 1:60� 10�19 C ci ¼ 240m=s k ¼ 1:38� 10�23 J=K
T ¼ 293K E ¼ 1:0� 106 V=m t ¼ 0:1 s, er ¼ 1

It shows that diffusion charging is an important mechanism for particles smaller
than 200 nm in diameter, whereas field charging dominates for particles larger than
2 μm.

In order to implement the charging mechanisms, diffusive, field, or both, there
have to be enough ions generated. Among the ion generation technologies, corona
discharge has been believed to be the most effective in producing sufficient ions. It
has been well known that ozone and aerosol particles, especially smaller ones, are
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produced by corona discharge, and they are considered as secondary air pollutants.
More information about nanoparticle generation in corona charger can be found in
Chap. 14.

6.4 Cyclone

A cyclone separates particles from the air by “centrifugal force”. As depicted in
Fig. 6.6, particles and air enter the device from the side. When the air changes
direction following the curvature of the device, particles tend to remain the same
flow direction due to inertia. As a result, the particles move along radial direction
with respect to the air. This is commonly referred to as centrifugal force, which is
actually conceptually incorrect.

Figure 6.6 shows the top view of a cyclone body, the height and width of the
rectangular inlet are H andW, respectively, and radii of the outer and inner tubes are
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r2 and r1, respectively. Assume there is no leakage and the gas is incompressible, the
flow rate Q is constant from the inlet through the annular chamber and the outlet.

6.4.1 Cyclone Fractional Efficiency

Assume the airflow within the cyclone is laminar. There is a critical radius, rc,
where a particle to be located at this position eventually reaches the inner surface of
the outer body of the cyclone. Then, similar to the analysis for gravity settling
chamber and electrostatic precipitator, the fractional particle separation efficiency is

g dp
� � ¼ r2 � rc

r2 � r1
¼ r2 � rc

W
ð6:40Þ

At steady state, the average tangential velocity of the airflow is

�ug ¼ Q
WH

¼ Q
r2 � r1ð ÞH ð6:41Þ

With the laminar flow assumption, the airflow does not mix along the radial
direction. The radial component of velocity of the particles can be derived from
Newton’s Second Law,

mp
dvr
dt

¼ FC � FD ¼ 0 ð6:42Þ

where vr is the radial speed of the particle. Assume a spherical particle with a
density qp and a diameter of dp, the centrifugal force, FC, and the drag force FD

exerted on the particle at any position r are, respectively

FC ¼ mp
v2h
r
¼ qppd

3
p

6
v2h
r

ð6:43Þ

FD ¼ 8 pldpvr ð6:44Þ

In this equation, we ignored the Cunningham coefficient because cyclones are
used primarily for separating particles with large sizes. In the Stokes region,
FC ¼ FD, and it leads to

vr ¼
qpd

2
pv

2
h

18lr
ð6:45Þ

It is commonly assumed that the particle follows air stream along tangential
direction, that is, vh ¼ uh. However, the exact description of air tangential speed uh
depends on the researcher.
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6.4.1.1 Crawford Model

Crawford [6] derived a formula by applying fluid dynamics to the air phase, which
leads to

vh ¼ uh ¼ Q
H ln r2=r1ð Þ

1
r

ð6:46Þ

Substituting Eq. (6.46) into (6.45) leads to

vr ¼
qpd

2
p

18l
Q

H ln r2=r1ð Þ
� �2 1

r3
ð6:47Þ

Over an infinitesimal period of time, dt, the particle moves outward along radial
direction a distance of dr ¼ vrdt and an arc length along the tangential direction,
rdh ¼ vhdt. For the same dt

dt ¼ dr
vr

¼ rdh
vh

ð6:48Þ

It leads to

dr
rdh

¼ vr
vh

ð6:49Þ

Substituting Eqs. (6.46) and (6.45) into (6.49) leads to

rdr
dh

¼ qpd
2
p

18l
Q

H ln r2=r1ð Þ ð6:50Þ

where the right-hand side of this equation is constant for fixed particle size and
cyclone configuration. For a particle entering the cyclone at r ¼ rc when h ¼ 0, its
radial position in the cyclone is defined by

r2 � r2c ¼
qpd

2
p

9l
Q

Hln r2=r1ð Þ

" #
h ð6:51Þ

When the particle reaches the collecting wall, r ¼ r2, and the corresponding
angle h2 is determined by

r22 � r2c ¼
qpd

2
p

9l
Q

H ln r2=r1ð Þ

" #
h2 ð6:52Þ
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Substituting rc back into Eq. (6.40) leads to the description of the fractional
efficiency as

g dp
� � ¼ r2 � r22 �

qpd
2
pQh2

9lH ln r2=r1ð Þ
h i1=2

r2 � r1
ð6:53Þ

It seems like we have now a mathematical description but it requires a certain
calibration because h2 is unknown. In addition, it is unlikely that there is a laminar
flow in an industrial scale cyclone. Alternatively, we can use the empirical model
developed by Lapple [19] that follows.

6.4.1.2 Lapple Model

A semi-empirical model was developed by Lapple [19]. The average radial speed is
described in terms of the migration time. It can be considered as the average
terminal speed in the centrifugal field. On average, before the particle reaches the
inner surface of the cyclone outer wall, corresponding to r ¼ r2, the average ter-
minal speed is

vr ¼ r2 � rc
t

ð6:54Þ

where t is the corresponding residence time. Combination of Eqs. (6.45) and (6.54)
leads to

r2 � rc ¼
qpd

2
pv

2
h

18lr
t ð6:55Þ

Substituting Eq. (6.55) into (6.40) leads to the fractional efficiency of the par-
ticles with diameter dp

g dp
� � ¼ r2 � rc

W
¼ qpd

2
pv

2
h

18lrW
t ð6:56Þ

The residence time depends on the engineering design of the cyclone. Many
models of commercial cyclones have been developed since the end of the nine-
teenth century. Typical cyclones are classified into four basic categories, as depicted
in Fig. 6.7, based on airflow direction:

(1) reverse flow with a tangential inlet (involute),
(2) reverse flow with a guide vane inlet (vane-axial),
(3) uniflow with a tangential inlet, and
(4) uniflow with guide vanes.
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Our analysis continues with the mostly widely used cyclone model, involute
cyclone. An involute cyclone is a conventional reverse flow cyclone that has been
well standardized and commercialized. It can be classified into three types based on
the flow rate capacity and efficiency: conventional cyclone, high efficiency cyclone,
and high throughput cyclone.

For the widely used, so-called Lapple cyclones [19], design parameters are given
in Fig. 6.8 and Table 6.1 [21] with a typical gas inlet velocity in the range of 15–30m/s
[4]. The values in Table 6.1 are for guidance only. Actual design may vary.
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Fig. 6.7 Schematics of four types of cyclones (Source [42])
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The residence time of an involute cyclone is estimated by

t ¼ Circumference of the vortex� Number of turns of the air
Superficial gas speed

ð6:57Þ

where the number of turns the gas flow makes before turning upward to the vortex
finder ðNe) is

Ne ¼ LB þ 0:5LC
H

ð6:58Þ

where LB is the length of cyclone main body, and LC is the length of the cyclone
lower cone. Then the residence time can be calculated using

t ¼ 2prNe

u0
ð6:59Þ

Equation (6.56) then becomes

g dp
� � ¼ pNeqp

9lWug

� �
d2pv

2
h ð6:60Þ

If the average tangential speeds are approximated as the same, vh � uh � �ug,
then Eq. (6.60) becomes

g dp
� � ¼ p�ugNeqp

9lW

� �
d2p ð6:61Þ

Instead of using this equation for direct calculation of the particle fractional
efficiency, Lapple [19] presented a semi-empirical equation by introducing the cut
size into the analysis. The corresponding cut size is first determined using
Eq. (6.61) by letting g ¼ 0:5

Table 6.1 Design parameters for a Lapple cyclone

High efficiency Conventional High throughput

Height of inlet, H/D 0.5–0.44 0.5 0.75–0.8

Width of inlet, W/D 0.2–0.021 0.25 0.375–0.35

Diameter of gas exit, De/D 0.4–0.5 0.5 0.75

Length of vortex finder, S/D 0.5 0.625–0.6 1.5–1.7

Length of body, LB/D 1.4 1.75 1.7

Cone length, LC/D 2.5 2 2.5–2

Diameter of dust outlet 0.375–0.4 0.25–0.4 0.375–0.4
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d50 ¼ 4:5lW
pNe�ugqp

 !1=2

ð6:62Þ

With the computed cut size above, the fractional efficiency of the cyclone is
described as a function of particle size, dp, and cut size, d50:

g dp
� � ¼ 1

1þ d50
�
dp

� �2 ð6:63Þ

Example 6.3: Cyclone efficiency
A conventional cyclone has a body diameter of 20 cm and other geometries are
listed in the table as follows. It operates at an inlet volumetric flow rate of 360 m3/h.
Assume standard condition, plot its fractional efficiency curve versus particle
aerodynamic diameter.

Solution
First, we calculate the dimension of the cyclone as follows:

The number of turns from Eq. (6.58) is

Ne ¼ LB þ 0:5LC
H

¼ 0:35þ 0:5� 0:4
0:1

¼ 5:5

The inlet area of this cyclone is

A ¼ HW ¼ 0:005 m2� �

Ratio

Height of inlet, H/D 0.5

Width of inlet, W/D 0.25

Length of body, LB/D 1.75

Cone length, LC/D 2

Dimension

Body diameter, D (m) 0.2

Height of inlet, H 0.1

Width of inlet, W 0.05

Diameter of gas exit, De 0.1

Length of body, LB 0.35

Cone length, LC 0.4
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The average inlet air speed is then

�ug ¼ Q
A
¼

360 m3

h � 1h
3;600 s

0:005m2 ¼ 20m=s

Cut size is determined using Eq. (6.62):

d50 ¼ 9lW
2pNe�ug qp � qg

� �
" #1=2

¼ 9� 1:81� 10�5 � 0:05
2p� 5:5� 20 1000� 1:21ð Þ
� �1=2

¼ 3:43� 10�6 m or 3:43 lm

Then the fractional efficiency is determined by using Eq. (6.63):

g dp
� � ¼ 1

1þ d50
�
dp

� �2
The curve is shown in Fig. 6.9. This example shows that a typical cyclone works

effectively for particles larger than a few micrometers.

Their separation efficiency is, however, limited to 90 % or so for a cyclone of
reasonable size (diameters up to 1 m) with reasonable pressure drop, and the
separation efficiency rapidly deteriorates for particles smaller than 10 µm.

In the example above, we did not use the vortex finder. Vortex finder is indi-
rectly related to the performance of a cyclone. Agglomeration of particles at the
inlet region is the result of stronger centrifugal forces on larger particles than on
smaller ones, causing a “sweeping” effect. At the same time, particles may short-cut
from the inlet to the gas outlet if the “vortex finder” does not penetrate deep enough
into the cyclone.
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6.4.2 Pressure Drop of Cyclone

Pressure drop is the second important cyclone performance indicator, after col-
lection efficiency. The pressure drop across a Lapple cyclone can be estimated by:

DP ¼ K
qg�u

2
g

2
HW
D2

e

 !
ð6:64Þ

which contains the design dimensions of H;W and De. For the coefficient K, a
value in the range of 16–18 is suggested, with K ¼ 16 as a recommended value [4].

A cyclone is capable of reducing dust concentrations in a gas stream from
several g/m3 to below 0.1 g/m3. Cyclones can also be applied for removing water
from oil at oil fields or solids from water. They are considered effective as low-cost
preseparators for gas cleanup purposes.

6.4.3 Other Cyclone Models

Many analytical or semi-empirical models have been developed to predict the
collection efficiencies of reverse flow cyclones under laminar or complete mixing
assumptions. In these theoretical analyses, dimensionless geometric parameters are
frequently defined. Dirgo and Leith [9] have summarized the models that were
developed prior to 1985. It was stated that Lapple’s cut-size theory based on time
flight approach was widely cited in North American literature, while Barth’s theory
based on static particle approach was more often referred to in Europe. Both the-
ories are based on laminar flow assumption. The well-known Leith–Licht model
[22] developed in the 1970s was based on the assumption that flow was turbulent
and uncollected particles were completely and uniformly mixed. Barth’s theory and
Leith–Licht theory were closest to Dirgo and Leith’s experimental results [9]
obtained from a Stairmand high efficiency cyclone.

Several uniflow cyclone models have been published too. Most researchers
assume that increasing the separation length favors the solids separation efficiency,
as the residence time increases allowing more particles to migrate to the wall of the
cyclone. Summer et al. [32] reported an optimum separation length of around 1
cyclone diameter. Gauthier et al. [12] found that the optimum length increased with
the inlet air velocity. These assumptions were validated by experimental results of
large particle separation in a small uniflow cyclone with a tangential inlet. The
diameter of the cyclone was 50 mm and the particles had a mean diameter of 29 μm.
These models, however, might not apply for separation of fine particles in cyclones
handling high airflow rates, where high turbulence exists.

Ogawa et al. [24] analyzed the separation mechanism of fine solid particles for a
uniflow cyclone and demonstrated that particle cut size could be smaller than 5 μm.
However, this theory is also based on small scale models. Their outer diameters
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range from 30 to 99 mm and the lengths range from 90 to 279 mm. Furthermore,
uniflow cyclones of commercial size suitable for large volume of air cleaning,
especially those applicable for dusty airspaces, also need to be examined. Tan [33]
derived a model for uniflow cyclone with tangential inlet and concentric exit.

Overall, cyclones are characterized with their simple structure, low cost, small
footprint, and large capacity. Theoretically, high flow rate leads to higher particle
separation efficiency. On the other hand, the most important contras of cyclones are
high pressure drop, and relatively low efficiency for fine particles as demonstrated
in Example 6.3. For reverse flow cyclones, the layer of collected particles may
come in contact with the flow field of the gas, leading to re-entrainment. Most
critical is the position near the bottom outlet for the collected dust, where the
downward swirl turns upward into the inner vortex toward the gas outlet. At that
point strong re-entrainment of collected particles may occur, which most certainly
will leave the cyclone with the gas.

6.5 Filtration

Filtration is a process where particles are separated from a fluid using porous media
called filter. Filtration is widely used for particle–fluid separation. Our focus here is
air filtration, although similar principles apply to particle–liquid separation. For
aerosol particles to be captured by a filter, they are first transported from the air to
filter medium surface, and then collide with the surface. Particles cannot be cap-
tured by the filter unless they reach the surface of the filter media. However,
successful transport does not ensure the particles being captured.

According to conventional particle dynamics, the collision between the particles
and the filter surface may result in

• some particles adhere to the surface and they are considered removed from the
air,

• other particles rebound from the surface and remain airborne.

The resultant filtration efficiency is thereby,

g ¼ gts � gad ð6:65Þ

where gts is the transport efficiency and gad is the adhesion efficiency. In classic
filtration models, it is assumed that a particle is permanently removed from the gas
stream once it reaches the filtration medium surface, i.e.,

gad � 1 ð6:66Þ

Thereby, the filtration efficiency is the same as transport efficiency.
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g ¼ gts ð6:67Þ

There are five basic particle transport mechanisms in filtration: interception,
inertial impaction, diffusion, gravity settling, and electrostatic attraction. They are
illustrated in Fig. 6.10. They are also applicable to particle filtration in liquid media
and even particle feeding in biology [7]. While the method of analysis may be
different for each specific case, the mechanisms are the same.

• Interception: Interception happens when a particle follows a gas streamline that
comes within one particle radius to the surface of the filter media. The particle is
captured because of its finite size. When interception dominates, it is assumed
that the particles follow the streamlines perfectly, and they do not depart from
the streamlines of the gas phase. This characteristic is unique and different from
the other four mechanisms.

• Inertial impaction: When there is a sudden change in the flow direction near the
media, a particle may be captured because of its inertia. This is referred to as
inertial impaction. During an inertial impaction, the particle to be captured
crosses the gas streamlines and reaches the surface of the filter media.

• Diffusion: Airborne particles can be captured by a surface due to the Brownian
motion. This is especially true for small particles and also for the particles near
the filter media surface.

• Electrostatic attraction: Electrostatic attraction takes place when the particles
and the filter are charged. It follows the principle of particle dynamics in an
electric field. The electrostatic attraction can be extremely important of all the
mechanisms but is equally difficult to quantify because the charge on the par-
ticles or on the filters are often unknown. In most analytical works, electrostatic
attraction is neglected due to the shortage of information.

• Gravitational settling: Gravitational settling takes place when a particle falls
onto the filter during its motion. It is an inertial separation process. It is effective
only for large particles or in air moving at low speed.

Filtration theory is essentially concerned with the prediction of the particle
collection efficiency and the pressure drop as the carrier gas passes through the
filter. Theoretically, they can be accurately calculated if the gas flow within a filter

Fig. 6.10 Five particle
transport mechanisms in
filtration
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could be mathematically described precisely. However, the random orientations of
the filter media, especially the fibers within a filter, make it nearly impossible to
achieve accurate mathematical solution. Instead, simplified filtration models are
introduced as follows.

6.5.1 Single Fiber Filtration Efficiency

The simplest model consists of an isolated cylinder (simulating a single fiber) or a hole
(for single pore) or a sphere (simulating a granule) in an otherwise undisturbed flow of
fluid (gas or liquid). This may be justified for perfectly designed filters with exces-
sively high porosity. Although the model based on isolated filter medium has been
quite useful in illustrating the relative importance of different transport mechanisms, it
is challenging to relate the rate of particle deposition on an isolated medium to the
collection efficiency of a real filter that is filled with random fibers or granules.

A better approach, although still quite far from being realistic, is the model based
on Kuwabara [18] cell model of forces experienced by randomly distributed parallel
circular cylinders or spheres in a viscous flow at small Reynolds number. This cell
model has been used by several researchers as a starting point for their filtration
models, especially for fibrous filter models. Unlike the isolated cylinder or sphere
models, these newer models address the influence of the surrounding filter media.
However, the Kuwabara model and its modified versions still have limitations
because they cannot be justified. Kirsh and Fuchs [17] developed a 3D model to
represent a real filter more closely than earlier models; this model is too compli-
cated to be solved easily. Therefore, we will not discuss it.

Yeh and Liu [38, 39] developed a model of flow over a staggered array of
cylinders (Fig. 6.11) to investigate Kuwabara’s model with slip effect taken into
consideration. With this they quantified the effects of inertial impaction, diffusion,
and interception. These models were also experimentally validated [38, 39]. And,

h

U0

df

2h

Fig. 6.11 Staggered array
filter model
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later on, the equations for diffusion and interception were further simplified by Lee
and Liu [20]. Our discussion is focused on the staggered array models as follows.

In the staggered array model, air approaches the cylinders with a uniform speed
of U0. The diameter of the uniform cylinders is df . In the cylindrical coordinates
defined by r; hð Þ with origin at the center of the cylinder, the corresponding
dimensionless stream line function is

W ¼ sinh
2Y

A
r�

þ Br� þ 2r�lnr� � a
2

r�ð Þ3
� �

A ¼ 1� 1
2 a

� �
1� Knf
� �þ aKnf
1þ Knf

B ¼ 1� að Þ Knf � 1
� �

1þ Knf

ð6:68Þ

where a is called the solidity of the filter, it is the ratio of solid volume to the entire
filter bulk volume; r� ¼ 2r

�
df is a dimensionless distance from the center of the

fiber; the hydrodynamic factor Y is described as

Y ¼ � lna
2

� 3
4 1þ Knf
� �þ a

1þ Knf
þ Knf 2a� 1ð Þ2

4 1þ Knf
� � � a2

4
ð6:69Þ

In this equation, the Knudsen number is defined as the ratio of the mean free path
of the gas molecules to the radius of the filter fiber. Similar to Eq. (4.8), it is
expressed as

Knf ¼ 2k
�
df ð6:70Þ

It quantifies the slip effect in particle filtration; Knf is significant for df < 2 µm.
The mean free path of air (λ) under standard conditions is about 0.066 µm. In this
case, 2λ/df < 0.066 % when df > 2 µm.

For cases with a � 1 and Knf � 1, the streamline function becomes

W ¼ sinh
2Y

1
r�

� r� þ 2r�lnr�
� �

ð6:71Þ

For a typical filtration process under normal conditions, Knf � 1, and the
Kuwabara hydrodynamic factor in Eq. (6.69) can be simplified by letting Knf ! 0:

Y ¼ � lna
2

� 3
4
þ a� a2

4
ð6:72Þ
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In certain special filtration processes such as those under low pressure or those
with very fine filter diameter, Eq. (6.69) should be used for a great accuracy in
calculation.

The single fiber filtration efficiency by inertial impaction per unit length of fiber
due to inertial impaction is calculated as

gip ¼
Stkm
2Y

� �
I ð6:73Þ

where I is described as

I ¼ 29:6� 28a0:62
� �

R2 � 27:5R2:8 for R\0:4
2 for R	 0:4

	
ð6:74Þ

There is no simple equation for I when R ≥ 0.4. As an approximation, a value of
I = 2.0 for R ≥ 0.4 can be used.

In these equations, R is called the interception parameter and it is defined as ratio
of particle diameter dp to the filter fiber diameter df :

R ¼ dp
df

ð6:75Þ

Stkm is the modified Stokes number defined by the particle Stokes number with
dc = df (Eq. (6.76)) divided by the hydrodynamic factor, Y

Stk ¼ qpd
2
pCcU0

18ldf
ð6:76Þ

Stkm ¼ Stk
2Y

ð6:77Þ

The single fiber efficiency due to diffusion per unit length of fiber is described as

gD ¼ 3:65 Pemð Þ�2
3 þ 0:624 Pemð Þ�1

2Y
ð6:78Þ

where Pem is the modified Peclet number. Similar to the modification to Stokes
number, the modified Peclet number is

Pem ¼ Pe
2Y

ð6:79Þ
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and the Peclet number is

Pe ¼ U0df
Dp

ð6:80Þ

where U0 is the air velocity approaching the filter fiber, and Dp is particle diffusion
coefficient that can be calculated using Eq. (6.81).

Dp ¼ kTCc

3pldp
ð6:81Þ

Peclet number shows the effect of convective transport over diffusive transport
of particles.

Later on, Lee and Liu [20] further simplified the Eq. (6.78) for diffusion as,

gD ¼ 2:6
1� a
Y

� �1=3

Pe�2=3 ð6:82Þ

This simplified equation shows that gD / Pe�2=3 for a filter with a fixed solidity.
A general equation for single fiber filtration by interception can be described as

(Lee and Liu [20], p. 152)

git ¼
1þ R
2Y

2 ln 1þ Rð Þ � 1� að Þ þ 1� a
2


 �
1þ Rð Þ�2� a

2
1þ Rð Þ2

h i
ð6:83Þ

Equation (6.83) is a complete expression based on Kuwabara flow fields with a
wide range of R and a. Simpler forms are given by Lee and Liu [20], p. 152 with
limitations. The respective simplified equations for the cases R � 1 or a � 1 are as
follows:

git ¼
1� að Þ
Y

R2

1þ R
for R � 1 ð6:84Þ

git ¼
2 1þ Rð Þ ln 1þ Rð Þ � 1þ Rð Þ � 1þ Rð Þ�1

2Y
for a � 1 ð6:85Þ

6.5.1.1 Electrostatic Attraction

In most filtration models, electrical attraction is ignored, not because of its little
importance, but rather the complex in the quantification of its effect. Nonetheless,
Brown [3] gave a review of the theory of particle separation by electrostatic
attraction. He introduced the single fiber efficiency for a neutral fiber and a particle
with charge q as
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gE ¼ 1:5
er � 1
er þ 1

� �� �
q2

12plU0e0dpd2f
ð6:86Þ

where εr = relative permittivity of the fiber and e0 = permittivity of a vacuum. Note
that this equation was validated with the experimental measurements using glass
fiber filters.

As introduced in Sect. 6.2, gravitational settling is not effective for micron
particles, and it works only for large particles. Similarly, it does not play an
important role in filtration compared to other mechanisms. We will skip its ana-
lytical solution.

6.5.1.2 Total Efficiency of a Single Fiber

With the filtration efficiency of each mechanism determined, the total efficiency of a
single fiber per unit length is

gsf ¼ 1� 1� gitð Þ 1� gip
� �

1� gDð Þ 1� gEð Þ ð6:87Þ

In the computation of each component, the value should be less than or equal to
1.0.

Although each of the five filtration mechanisms plays a role in many cases, their
relative importance is size dependent. As shown in Fig. 6.12, the contribution of
diffusion drops with the increase of the particle diameter, whereas the effects of
other mechanisms increase with particle diameter.

Example 6.4: Filtration efficiency based on different mechanisms
A fiber filter has a solidity of 3 %. The average diameter of the fiber is 5 µm.
Estimate the single fiber efficiency based on, interception, impaction, and diffusion,
respectively, when the face velocity is 0.05 m/s.

Solution
In this example, the following parameters are considered as constant

df ¼ 5 lm; a ¼ 0:03; Knf ¼ 2k
df

¼ 2ð0:066Þ
5

¼ 0:0264

Y ¼ � lna
2

� 3
4
þ a� a2

4
¼ 1:033; l ¼ 1:81� 10�5 Pa s

The following variables can be calculated in an Excel sheet for different particle
diameters
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R ¼ dp
df

; Stkf ¼
qpd

2
pCcU0

18ldf
; Stkm ¼ Stk

2Y

I ¼ 29:6� 28a0:62
� �

R2 � 27:5R2:8 for R\0:4

2 for R	 0:4

	

Dp ¼ kTCc

3pldp
; Pe ¼ U0df

Dp
; Pem ¼ Pe

2Y

The single fiber filtration efficiency by inertial interception, impaction, and
diffusion, per unit length of fiber is calculated using

git ¼
1þ R
2Y

2 ln 1þ Rð Þ � 1� að Þ þ 1� a
2


 �
1þ Rð Þ�2� a

2
1þ Rð Þ2

h i

gip ¼
I
2Y

Stkm

gD ¼ 3:65 Pemð Þ�2
3þ0:624 Pemð Þ�1

2Y

The curves are plotted in Fig. 6.12. As indicated in the figure, when all other
conditions are the same, diffusion is dominating for small particles. However, its
effectiveness also drops at high air speed. It can be easily seen by repeating the
example by changing face velocity with U0 = 0.1 m/s.

As shown in Fig. 6.12, one filtration mechanism often predominates over the
other for certain size group. In general, interception and impaction are negligible for
small particles, but they become important for particles larger than 1 µm in
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diameter. Diffusion is the only important mechanism for particles below 0.2 µm,
but drops quickly with the increase of particle diameter. The total efficiency is at the
bottom for particles around 0.2 µm. This is because this group of particles is too
large for diffusion and too small for impaction or interception to be effective.

6.5.2 Overall Fibrous Filtration Efficiency

Eventually we need to quantify the overall efficiency of an actual filter. “Overall
filtration efficiency” is used here to avoid the confusion with the term “total effi-
ciency” that has been used above to describe the total efficiency of a single fiber,
Eq. (6.87). The overall filtration efficiency, η, can be derived from the total single
fiber efficiency, ηsf, by the following simplified one-dimensional analysis.

As depicted in Fig. 6.13, analysis of overall filtration efficiency, consider a filter
with a bulk thickness of L along x-direction, which is also the face velocity
direction. The filter is filled with homogeneous fibers of diameter, df, and the length
of the uniform single fiber is denoted as dsf . Within an elemental thickness of dx,
the solidity, a, from its definition is,

a ¼
pd2f
.
4


 �
� dsf

Ac � dx
ð6:88Þ

where Ac is the bulk cross section area of the filter that is normal to the face
velocity. It can be determined by the air flow rate

Ac ¼ Q
U1

ð6:89Þ

where U1 is the bulk face speed, or the air speed approaching the filter. It is less
than that approaching the fiber within the filter, U0, because of the existence of solid
fibers

x

L

x x+dx

C

U

Nin CNoutCNx CNx+dx

∞

Fig. 6.13 Analysis of overall
filtration efficiency
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U0 ¼ U1
1� a

¼ Q
1� að ÞAc

ð6:90Þ

The number concentration of particles lost per unit volume from the bulk air
over the distance dx equals to that captured by the fiber with a single fiber efficiency
gsf corresponding to an approaching flow rate of U0df � dsf ; where df � dsf defines
the cross section area of the fiber with the length of dsf and the diameter of df .

Q� dCNðxÞ ¼ �gsfCNðxÞU0df � dsf ð6:91Þ

where CN is the number concentration of particles (#/m3), the single fiber efficiency
gsf is determined by Eq. (6.87).

The LHS stands for the decrease in particle number per unit time after air passes
through the bulk filter thickness dx, whereas the RHS stands for the reason of this
decrease calculated as if all these particles passed through a single fiber with a cross
section area of df � dsf

� �
with an approaching speed of U0 and a single fiber

efficiency of gsf . Equations (6.88) and (6.91) give,

AcU1 � dCNðxÞ ¼ �CNðxÞgsfU0df � 4aAc � dx
pd2f

dCNðxÞ
CNðxÞ ¼ � U0

U1

gsf4a
pdf

� �
dx

ð6:92Þ

Consider Eq. (6.90), we have

dCNðxÞ
CNðxÞ ¼ � gsf4a

1� að Þpdf

� �
dx ð6:93Þ

At any instant, all the parameters in the bracket on the right-hand side are
constants for the particle size of dp, which allows us to integrate from inlet to outlet
of the filter:

ZCNo

CNi

dCN xð Þ
CN xð Þ ¼ ZL

0

� gsf4a
1� að Þpdf

� �
dx ð6:94Þ

which gives the overall fractional penetration through the filter

P dp
� � ¼ CNo

CNi
¼ exp

�gsf4aL
1� að Þpdf

� �
ð6:95Þ

Consequently, we can get the overall fractional filtration efficiency of the filter as
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g dp
� � ¼ 1� exp

�gsf4aL
1� að Þpdf

� �
ð6:96Þ

Equation (6.96) shows that we can calculate the fractional efficiency of a filter
with fixed specifications (a; df ; LÞ as long as the single fiber efficiency is deter-
mined. This equation also shows that the overall filtration efficiency increases over
time as the solidity increases too when particles take more void space in filter.

Example 6.5: Filtration total efficiency
A filter is made offiberglass with a solidity of 3 %, and it is 2 mm thick. The average
diameter of the fiber is 5 µm. When the face velocity is 0.05 m/s, estimate its overall
fractional filtration efficiency as a function of particle aerodynamic diameter under
standard conditions (consider only interception, impaction, and diffusion).

Solution
Following the approach in Example 6.4, we can get the same single mechanism
filtration efficiency for interception, impaction, and diffusion.

Then the single fiber total filtration efficiency per unit length of fiber is calculated
using Eq. (6.87)

gsf ¼ 1� 1� gitð Þ 1� gip
� �

1� gDð Þ ð6:97Þ

and the overall filtration efficiency of the filter itself is calculated using Eq. (6.96)
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g dp
� � ¼ 1� exp

�gsf4aL
1� að Þpdf

� �
ð6:98Þ

The results are shown in Fig. 6.14.

Up to this point we assumed that filter fibers are oriented normal to the incoming
air flow. It is clearly not the case in most engineering applications. Fiber orientation
also affects the filtration efficiency and resistance to the air flow. The overall fil-
tration efficiency is affected by the three-dimensional randomness of the fiber ori-
entations too [31]. A filter with fibers randomly arranged in planes perpendicular to
the approaching air velocity is more efficient than a filter with fibers randomly
arranged in three dimensions.

The other assumptions in the preceding analysis of fibrous filtration are that all
the aerosol particles are spherical and that the adhesion efficiency is 100 %. These
simplifications do not introduce much of error because the likelihood of an aerosol
particle adhering to a fibrous filter depends on not only the air flow velocity but also
the particle–filter interfacial characteristics. Nonspherical particles are more likely
to be captured than spherical ones. And, functions that correct for imperfect
adhesion can be empirically derived for particular cases.

6.5.3 Fibrous Filter Pressure Drop

The pressure drop across a fiber filter is caused by the combined effect of each fiber
resisting the flow of air past it. Davies [8] defined a dimensionless filter pressure
coefficient as

CDP ¼ DP

4lU0L
.
d2f

ð6:99Þ

With a known pressure drop coefficient, the pressure drop can be calculated as

DP ¼ CDP
4lU0L
d2f

ð6:100Þ

By dimensionless analysis and experimental correlation, Davies [8] obtained
CDP as a function of solidity in the range of 0.06–0.3 as follows,

CDP ¼ 16a1:5 1þ 56a3
� � ð6:101Þ

Combination of Eqs. (6.100) and (6.101) leads to the total pressure drop over a
bulk filter as
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DP ¼ 64lLU0

d2f
a1:5 1þ 56a3
� � ð6:102Þ

where the pressure drop DP is in Pascal. It is thus directly proportional to thickness
of the filter L and inversely proportional to cross section area of the fiber d2f .

From the staggered array model, Yeh and Liu [38, 39] calculated the drag force
over the fibers as

FD ¼ 4plU0

Y
ð6:103Þ

and the corresponding pressure drop per unit thickness of the filter is

DP0 ¼ 16laU0

Yd2f
ð6:104Þ

Then the total pressure drop over the entire array is determined as

DP ¼ LDP0 ¼ 16LlaU0

Yd2f
ð6:105Þ

The corresponding pressure drop coefficient can then be determined by com-
paring Eq. (6.105) with (6.100).

CDP ¼ 4a
Y

ð6:106Þ

With Y in the denominator, Yeh’s equation is complicated in form. In addition,
as seen in Fig. 6.15, Yeh’s model gives greater pressure drops than Davies model.

Figure 6.15 is produced for a filter with df = 10 µm, U∞ = 0.2 m/s for
α = 0.0–0.10 and L = 5, 10, 20 mm.

First of all, the pressure drop increases with filter solidity; the relationship based
on these equations is not linear, so the pressure drop begins to dramatically increase
as solidity increases. Increasing the thickness of the filter also causes the pressure
drop to increase, but this increase is linear as the factor for thickness is not raised to
any exponent and acts as a scalar quantity in the relationship (thus, this would also
be true for velocity). Both of these responses make intuitive sense, as logically one
would expect that the addition of filter material (whether by increasing solidity or
thickness) would increase the pressure drop.

When comparing these two different models, it is clear that, for the same filter
and operating conditions, Yeh’s equations predict a greater pressure drop. Yeh’s
equations predict pressure drops about 1.5 times higher than Davies’s. When
solidity is 1 (though, this may be outside of the equation’s domain), the result of
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Y ¼ � ln að Þ
2

� 3
4
þ a� a2

4

evaluates to zero, and the pressure drop is infinite because the filter is completely
blocked; a situation that Davies’s model cannot predict.

Actually both models overestimate the pressure drop of a fibrous filter, but
Davies’s model is closer to experiments and therefore more widely used.

6.5.4 Particle Accumulation

A factor that is not considered so far in the preceding analysis is the effect of
particle buildup on the fiber surface as the particle collection proceeds. Particles
buildup on the fiber surface and it can be within the filter or on the surface of the
filter, depending on the solidity of the filter and the particle sizes. The smaller the
particle sizes, the deeper it goes into the bulk filter, and these particles are captured
by internal fibers. This type of filter is also called internal filter. Larger particles are
captured on the surface and these particles form a layer of dust, which are com-
monly called dust cake in industry. Since surface filters are designed to collect
particles on the surface, they are usually as thin as a piece of fabric cloth. Surface
filters can be reused after removal of the dust cake.
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The buildup of particles inside and/or on a filter surface results in more or less
structural changes in the filter and consequently alters the filtration efficiency and its
resistance to flow. These particles deposited on the filter surface can themselves act
as filter media. These factors should be taken into consideration in engineering
design and practices. And it is discussed in Chap. 10, Sect. 10.2.2.

6.5.5 Granular Filtration

When the filter media is made of granules rather than fibers, the corresponding
filters are called granular filters. It can be considered as an internal filter with respect
to a pack of granules or surface filter with respect to each single layer. The earliest
application of granular filtration was for water treatment. Layers or deep beds of
solid granules (e.g., sands) have been used for a long time for precleaning drinking
water. Recently, it has been tested for air emission control, especially for high-
temperature applications. Low-cost granules such as sand, silicate, or alumina
gravel can function very well at temperatures of as high as 450–500 °C. However,
at higher temperatures, sintering of the granules and fine particles on granules may
take place, leading to extreme filter clogging.

Granular filtration model was mainly based on the numerical analysis by
Rajagopalan and Tien [30] predicting the trajectories of the particles moving around
the filter granules under various conditions. By taking advantage of regression
analysis, they developed the classic Rajagopalan–Tien model, referred to as
RT-model hereby. Similar to the single fiber analysis, a single granule also captures
aerosol particles by diffusion, interception, sedimentation efficiency, and electro-
static precipitation (ESP).

Starting from the single granule analysis, they derived the total filtration effi-
ciency of a granular column filled with uniform granules. The correlation between
the single granule efficiency and the overall packed bed efficiency is

g dp
� � ¼ 1� exp �1:5f agsG

h
dG

� �� �
ð6:107Þ

where f is an empirical fitting factor, representing the fraction of contacts between
particles and collector granules; gsG is the single granule efficiency; h is the height
of the packed bed filled with granules; a is the filter solidity that depends on dG, the
diameter of the granules.

The internal pores of the individual granules are disregarded in the equations.
The average bed solidity can be determined using the equations proposed by
Pushnov [27].
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a ¼
1� a dbed

dG


 ��n
þb

h i
for dbed

dG
[ 2

1� 12:6 dbed
dG


 �6:1
exp � 3:6dbed

dG


 �
for dbed

dG
\2

8<
: ð6:108Þ

where dbed = body diameter of packed bed. The coefficients of a, b, and n are
constants and dependent on the shape of the granules. For spherical granules,

a ¼ 1; b ¼ 0:375 and n ¼ 2
By ignoring the ESP effect, the filtration efficiency of a single granule is

described in terms of several dimensionless variables as

gsG ¼ 4A1=3
s

Dp

U0dG

� �2=3

þAsN
1=8
vdw

dp
dG

� �15=8

þ 3:38� 10�3AsGr
1:2 dp

dG

� ��0:4

ð6:109Þ

where Dp = particle diffusion coefficient, U0 = approaching air speed, dG = granule
diameter, dp = particle diameter, Gr = gravity number, which is defined as the ratio
of gravity settling speed to approaching air speed, Nvdw = van der Waals number,
and As = filter porosity parameter. The first term on the right-hand side characterizes
the diffusion effect, second term for van der walls effect, and the last term for
gravitational effect.

With the definition of gravity settling speed defined in Eq. (6.110)

vTS ¼ qpd
2
pgCc

18l
ð6:110Þ

the gravity numberGr is described as

Gr ¼ VTS

U0
¼ qpd

2
pgCc

18lU0
ð6:111Þ

The filter porosity parameter can be described using the solidity, a.

As ¼ 2� 2a
5
3

2� 3a
1
3 þ 3a

5
3 � 2a2

ð6:112Þ

The van der Waals number, Nvdw, is described in terms of Hamaker constantHij

Table 6.2 Hamaker
constants

Particle-media Hamaker constant (J) References

Glass beads–Air 5� 10�19 [1]

NaCl particles–Air 0:64� 10�19 [2]

Silica–Air 0:65� 10�19 [13]
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Nvdw ¼ 4Hij

9pld2pU0
ð6:113Þ

where Hij = Hamaker constant that characterizes the interaction between aerosol
particles and the granule. In general, the Hamaker constant is case-specific and it
quantifies the interaction between the airborne particles and the fluids [2]. Three
example constants are listed in Table 6.2. Much more of the Hamaker constants of
inorganic materials can be found in the paper by Bergstrom [2].

Later on, Tufenkji and Elimelech [35] further improved the granular filtration
model by including interception in the simulation of particle motion. The single
granule collection efficiency by this new model is described as

gsG ¼ 2:4A
1
3
sPe�0:715N0:052

vdw

dp
dG

� ��0:081

þ 0:55AsN
1
8
A

dp
dG

� �15
8

þ 0:22N0:053
vdw Gr1:11

dp
dG

� ��0:24
ð6:114Þ

where Pe is the particle Peclet number (Pe) and NA is the attraction number that
characterizes the effects of van der Walls attraction and fluid velocity on particle
deposition due to interception.

NA ¼ Hij

3pld2pU0
ð6:115Þ

While this equation was validated using water filtration, Golshahi et al. [13]
found that neither of the single fiber efficiencies is way below the experimental
measurements for air filtration. Therefore, by correlating the experimental data for
all cases tested, with the TE model Eq. (6.114) using the least square method, they
proposed another equation for the single granule efficiency,

0

20

40

60

80

100

0.001 0.01 0.1 1 10 100
Aerodynamic Diameter ( m)μ

R
em

o
va

l E
ff

ic
ie

n
cy

(%
)

Experimental

Refined Model

TE-Model

Fig. 6.16 Comparison of the
models with the experiments

188 6 Separation of Particles from a Gas



gsG ¼14A1=3
s Pe�0:23N0:052

vdw

dp
dG

� �0:34

þ 0:55AsN
1
8
A

dp
dG

� �1:675

þ 0:22N0:053
vdw Gr1:11

dp
dG

� ��0:24
ð6:116Þ

Figure 6.16 shows a comparison between the TE model Eq. (6.114) and the
refined model Eq. (6.116) with the experiments. Experiments were conducted using
2-mm glass beads in dry air with a bed thickness of 12.7 cm. The corresponding air
flow rate was 65 L/min [13].

In granular filtration, particles are collected as they pass through a bed of
granules by the same mechanisms that operate in a fibrous filter. In air cleaning,
granular filtration is used primarily for sticky, corrosive, or high-temperature par-
ticles. Sometime, granules are driven to move for circulation, regeneration, and/or
low resistance to air flow.

6.6 Practice Problems

1. The size distribution and collection efficiency of a particle separator as a
function of particle size is shown in the table below. Estimate the cut size and
the overall collection efficiency of the control device.

Particle size range (μm) Mass fraction Efficiency (%)

0–20 0.11 15

20–40 0.25 25

40–60 0.35 50

60–80 0.19 75

80–100 0.10 100

2. An industrial plant is using cyclone and electrostatic precipitator in serial for air
emission control. A cyclone has an 80 % efficiency and it is followed by an
electrostatic precipitator. The inlet air to the cyclone has a dust load of 150 g/m3.
What are the collection efficiency of the electrostatic precipitator and the
allowable concentration of fly ash in the air that exits from the electrostatic
precipitator, in order for the whole system to meet the total collection efficiency
of 99 %?

3. Find the precipitation velocity of a 1 μm particle between two parallel plates
with a potential difference of 1000 V. The distance between the two plates is
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0.01 m and the particle has 100 element charges. The electrical mobility of the
particle with a single charge is 1.1 × 10−9 m2/Vs.

4. A 2 mm thick home furnace filter is made of fiberglass with 3 % solidity. The
average diameter of the fiber is 20 μm. The filter is perpendicular to the face
airflow of 1.5 m/s. Assume standard room conditions and neglect the electro-
static effect, determine the filter efficiency without circulation for particles of
5 μm in aerodynamic diameter.

5. A 98 % efficient electrostatic precipitator removes fly ash from combustion
gases flowing at 10,000 m3/min. Calculate the required collection area, for an
effective precipitation velocity of 5.5 m/min.

6. A wire-tube electrostatic precipitator has a wire diameter of 5 mm and a tube
diameter of 50 cm. The potential between the wire and the cylinder is 5000 V.
What is the electrical field intensity at 200 mm radial position?

7. An electrostatic precipitator has a total collection plate area of 5,500 m2 and
treats 8,000 m3/min of air. If the effective drift velocity is 6 m/min, calculate the
actual collecting efficiency.

8. Calculate the overall collection efficiency of a conventional Lapple cyclone with
inlet height of 1 m and width of 0.5 m. Air enters the cyclone with a flow rate of
250 m3/min. The density of particles flowing through the cyclone is 1,500 kg/m3.
The size distribution of the particles is shown in table below.

9. Calculate the cut size diameter of a conventional Lapple cyclone having inlet
height of 1 m and width of 0.5 m. The standard air viscosity is 0.0072 kg/m-h.
Air flows into the cyclone with a flow rate of 450 m3/min. The density of
particles flowing through the cyclone is 1,200 kg/m3.

10. Calculate the pressure drop of a conventional Lapple cyclone having inlet height
of 0.5 m, width of 0.25 m, and body inner diameter of 0.5 m. The standard air
containing particles flow into the cyclone with a flow rate of 150 m3/min. The
density of particles flowing through the cyclone is 1,500 kg/m3 and K = 16.

11. Calculate the following collection efficiencies of a single fiber per unit volume
in a filter for particles of 8 μm in aerodynamic diameter under standard density
and neglecting electrostatic effect. The filter bulk thickness is 5 mm, its solidity
is 5 %. The average diameter of the fiber is 25 μm. The face velocity is 2 cm/s.

Particle size range (μm) Mass percent in size range

0–2 10

2–12 20

12–20 25

20–40 25

40–70 15

70–100 5
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a. collection efficiency by interception
b. collection efficiency by inertial impaction
c. collection efficiency by diffusion
d. overall fiber collection efficiency

12. Calculate the pressure drop across the filter described in problem 11 above
under standard condition.
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Part II
Engineering Applications



Chapter 7
Combustion Process and Air Emission
Formation

The combustion thermochemistry introduced in Chap. 3 applies to only simple
cases. In engineering practice, fuels and oxidizers are seldom premixed to avoid
explosion. Instead, they are often delivered separately into the combustion chamber
and then mixed immediately prior to combustion. The combustion takes place in a
flame rather than the entire combustion system. As a result, the physical processes
as well as the fuel properties govern actual fuel combustion. Fluid mechanics,
thermodynamics, and heat and mass transfer govern the fuel-oxidizer mixing, the
combustion process, and air emissions.

In the process of combustion, the chemical energy of fuel is converted into
thermal energy. There are a variety of fuels used in combustion for energy pro-
duction in different engineering applications. The fuels can be solid, liquid, gaseous,
or their mixtures. Each of them also has its own family. Most commonly used solid
fuels include coal, charcoal, coke, and biomass; liquid ones include gasoline, diesel,
and recently, bioethanol and biodiesel. Natural gas is the most widely used gaseous
fuel which contains primarily methane (CH4) and other trace gases.

Depending on the fuel properties the flue gases may contain high concentrations
of the oxides of sulphur and nitrogen (SOx, and NOx), fine particulates, and trace
elements like mercury. The actual combustion processes and their air emission
formation mechanisms are introduced in this chapter.

7.1 Gaseous Fuel Flame

Gaseous fuels and oxidizers enter a stationary combustion device separately and
combustion takes place in a diffusion flame (Fig. 7.1). The combustion sustains by the
heat released from combustion. Mixing ratio is described using the overall equiva-
lence ratio introduced in Sect. 3.2. However, this value is not uniform everywhere
and the local equivalence ration varies from 0 to 1, representing zones of pure
oxidizer or pure fuel. When the gaseous fuel is injected into the combustion chamber,
there is a central core area containing pure fuel. The surrounding oxidizer and outer
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part of the fuel core are mixed by diffusion forming a layer that enables combustion at
an equivalence ratio of around 1, which defines the diffusion flame. Main combustion
occurs in this diffusion flame. At the location that is closer to the injector, fuel rich
combustion takes place resulting in soot particle formation.

Turbulent mixing is required to achieve high combustion efficiency and low air
emissions of soot, CO, HC, and so on. As a result, more energy is needed to inject
the fuel gas at the same flow rate. This energy consumption increases as the fifth
power of the burner size [13]. Multiple small burners rather than a single large one
can be employed in large facility.

7.2 Liquid Fuel Combustion

Liquid fuels are atomized and burned in the form of droplets. They can be burned in
both stationary (such as a power plant) and mobile systems (like a truck engine).
The combustion efficiency and the air emissions depend on the fuel type as well as
the size and volatility of the fuel droplets.

The particle dynamics introduced in Chap. 4 can be used to describe the droplet
dynamics in the combustion chamber. It has been found that the droplet drag
coefficient is very close to that for a solid sphere of the same diameter [49],
therefore, it is reasonable to assume that fine spray droplets would follow the carrier
gas in a combustion chamber and the motion is in the Stokes region, i.e., Rep < 1
(see Sect. 4.1.2). The corresponding drag coefficient is then described as

CD ¼ 24
�
Rep ð7:1Þ

At high Reynolds number, large droplets may break into smaller ones and these
small droplets will have low Reynolds numbers again. In many practical com-
bustion analyses, we can assume laminar flow near the droplet surface.

Fuel Flame Oxidant

Fuel 

injector

Fig. 7.1 Schematic diagram
of conventional diffusion
flame
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When the fuel droplets enter a combustion system, elevated surrounding tem-
perature enables the evaporation of the droplets and combustion takes place
between the oxidizer and the fuel vapors.

7.2.1 Droplet Vaporization

There have been many models for fuel droplet evaporation in spray combustion.
Most of them describe fuel droplets as spherical; the only relative motion between
the droplets and gas involves radial convection due to vaporization. A critical
review was given by Sirignano [42] for droplet vaporization in a high-temperature
environment. However, it would deviate too much from the scope of this book if we
continued on the combustion theories. For this reason, only a simple analysis is
introduced as follows.

The energy required to vaporize a fuel droplet can be calculated using

q0 ¼ cp Tv � T0ð Þ þ hfg ð7:2Þ

where cp is the specific heat of the fuel, Tv is the vaporization temperature for the
liquid fuel (K), T0 is the initial temperature when the droplets are sprayed into
the combustion system, and hfg is the latent heat of vaporization of the fuel (J/mol).
The energy needed for the vaporization of the liquid droplets is taken from the
surrounding gases by thermal radiative and conductive heat transfer, which can be
found in many advanced heat and mass transfer books.

The droplet size decreases as the evaporation proceeds. Assuming vapor velocity
profile is symmetric around the center of the droplet and the rate of vaporization is
described as

_mv ¼ qvu4pr
2 ¼ qvus4pr

2
s ð7:3Þ

where _mv is the vaporization rate (kg/s); it is also the loss rate with respective to the
liquid droplet. qv is vapor density, us is the vapor speed leaving the surface and rs is
the radius of the droplet. 4pr2s is the surface area of the droplet sphere.

Assuming that only conductive heat transfer dominates and that the radial pro-
files of temperature and compositions are quasi-steady, the change of the droplet
diameter can be related to the heat transfer from the surrounding to the droplet
surface. Conservation of energy for the droplet leads to

_mvcp T � Tvð Þ þ _mvhfg ¼ 4pr2k
dT
dr

ð7:4Þ

where T is the temperature at r, k is the thermal conductivity of the liquid droplet at
the surface. LHS is the energy for liquid evaporation and RHS is for the heat
transfer by conduction.
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The fuel vapor resulted from the evaporation is then transported by diffusion and
convention from the surface of the droplet to the surrounding gas phase. The
corresponding convective diffusion can be described as

_mv 1� fvð Þ ¼ �4pr2qvD
dfv
dr

ð7:5Þ

where fv is the vapor mass fraction at the droplet surface. D is the diffusivity of the
vapor in the surrounding gas phase.

Integration of Eqs. (7.4) and (7.5), respectively, from the droplet surface r ¼ rs
to r ! 1 leads to

ln
Ts � Tv þ hfg

�
cp

T1 � Tv þ hfg
�
cp

 !
¼ � cp

4pk

� � _mv

rs
ð7:6Þ

ln
1� fv;s
1� fv;1

� �
¼ � 1

4pqvD

� �
_mv

rs
ð7:7Þ

where subscript s is the for the droplet surface. Ts is the surface temperature of the
droplet. Equation (7.6) gives the evaporation rate as

_mv ¼ 4prsk
cp

� ln
cp T1 � Tvð Þ þ hfg
cp Ts � Tvð Þ þ hfg

� �
: ð7:8Þ

At thermodynamic equilibrium state, the surface temperature is assumed to be
the same as the vaporization temperature, Ts � Tv, then Eq. (7.8) is simplified as

_mv ¼ 4prsk
cp

ln 1þ cp T1 � Tsð Þ
hfg

� �
: ð7:9Þ

Conservation of mass leads to the relationship between the mass of the droplet
ml ¼ ql 4p=3ð Þr3s and the vaporation rate can is _mv ¼ �dml=dt

_mv ¼ � dml

dt
¼ d

dt
4
3
pqlr

3
s

� �
¼ �4pqlr

2
s

drs
dt

: ð7:10Þ

Combination of Eqs. (7.9) and (7.10) leads to

�4pqlr
2
s

drs
dt

¼ 4prsk
cp

� ln 1þ cp T1 � Tsð Þ
hfg

� �

�rs drs ¼ k
qlcp

ln 1þ cp T1 � Tsð Þ
hfg

� �	 

dt: ð7:11Þ
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As a simplification, the term in {} can be assumed constant at quasi-steady state.
Then the droplet diameter over time can be determined by integration from the
initial droplet diameter rs ¼ rs0 at t = 0 and rs at any time t.

� Zrs
rs0

rs drs ¼ Zt

0

k
qlcp

ln 1þ cp T1 � Tsð Þ
hfg

� �	 

dt ð7:12Þ

1
2

r2s0 � r2s
� � ¼ tk

qlcp
ln 1þ cp T1 � Tsð Þ

hfg

� �
ð7:13Þ

Equation (7.13) can be used to estimate the time for a liquid fuel droplet to complete
vaporization, or life time of the droplet. Substitute rs = 0 into Eq. (7.13), we have

te ¼ r2s0
2k
qlcp

� ln 1þ cp T1�Tsð Þ
hfg

h i ð7:14Þ

The lifetime of the droplets increases with their sizes, and it is in the order of
millisecond [42]. The life time te is important to characterize the combustion effi-
ciency of atomized liquid fuel droplets and the consequent air emissions. If te is longer
than the residence time of the combustion system, the droplets will not be burned
completely because of incomplete vaporization. As a result, liquid fuel droplets exist
in the flue gas (or exhaust). They may be part of the particulate emissions. Meanwhile
residual fuel evaporation continues but these extra vapors are not burned at low
temperature; this result in extra volatile organic compound (VOC) emissions.

Since te is proportional to the square of initial droplet diameter, r2s0; it is
imperative that fine spray droplets favor combustion efficiency and lower the air
emissions. However, the upper limit of the droplet size depends on the design of
nozzles employed.

7.2.2 Vapor Combustion

When the combustible vapor is mixed with the oxidizers at high temperature, com-
bustion takes place in a thin flame surrounding the droplet. As depicted in Fig. 7.2,
vapor concentration decreases from the droplet surface rs to the flame rf , and vapor is
oxidized instantaneously in the thin flame. Oxidizer is transported to the flame from
the surrounding environment by diffusion that is driven by the concentration gradient.
Part of the heat produced by the combustion is transferred to the surface of the
fuel droplet to sustain the droplet vaporization. Combustion in the zone between the
flame and the droplet surface is highly fuel rich due to the great fuel vapor concen-
tration, and the combustion products join the vapor as combustible gases. The
combustion at r > rf is fuel lean and complete owing to the sufficient oxygen supply.
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7.3 Solid Fuel Combustion

7.3.1 Solid Fuels

Solid fuels are easy to transport, store, and produce. They have moderate ignition
temperature. They are mainly used for combustion in stationary combustion pro-
cesses; the combustion products are characterized with high ash content and low
combustion efficiency. Coal is the most abundant solid fuel. It represents about 1/3
of the global primary energy production. The top five coal consumers are China,
USA, India, Russia, and Germany.

In the combustion stoichiometry analysis (Chap. 3), the chemical formula of the
fuel has to be determined. Properties of typical solid fuels are determined by
proximate analysis and ultimate analysis.

• Proximate analysis of solid fuels determines moisture, volatile matter, ash, and
fixed carbon (in coals and cokes) to rank the fuels by comparing the ratio of
combustible to incombustible constituents.

• Ultimate analysis provides more information to include elemental analysis so
the simplified chemical formula can be obtained for stoichiometry analysis.

ASTM International Standard [1] (MNL11271M, Proximate Analysis) specifies
how to conduct the proximate analysis of coal. The result separates the products
into four groups:

(1) moisture,
(2) volatile matter, consisting of gases and vapors driven off during pyrolysis,
(3) fixed carbon, the nonvolatile fraction of coal, and
(4) ash, the inorganic residue remaining after combustion.

drop

Flame

Vapor
Oxidant

Fig. 7.2 Single droplet
combustion model
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Another ASTM International Standard [2] (MNL11272M, Ultimate Analysis)
describes how to conduct the ultimate analysis of coal and coke. It determines the
carbon, hydrogen, sulfur, nitrogen, and ash in the material as a whole, and estimates
the amount of oxygen by difference.

Examples of proximate analysis and ultimate analysis results are shown in
Table 7.1.

Example 7.1: Fuel formula In an ultimate analysis of a bituminous coal, ele-
mental analysis shows that the weight fractions of C, H, O, N, and S are, respec-
tively, 82.8, 5.1, 10.1, 1.4, and 0.6. Determine its molecular formula.

Solution From the elemental analysis result, we have Table 7.2. Therefore, the
molecular formula can be described as C184H136O16:83N2:67S
Note that the sulfur content is 0.6 %, and it is considered as low sulfur coal.

Table 7.1 Examples of proximate analysis and ultimate analysis results

Coal rank Proximate analysis (wt% as received)

Fixed carbon Volatile matter Moisture Ash

Anthracite 81.1 7.7 4.5 6.0

Bituminous 54.9 35.6 5.3 4.2

Subbituminous 43.6 34.7 110.5 11.2

Lignite 27.8 24.9 36.9 10.4

Coal Rank Ultimate Analysis (wt% moisture
and ash free)

Net Heating Value (moisture and ash
free) (MJ/kg)

C H O N S

Anthracite 91.8 3.6 2.5 1.4 0.7 36.2

Bituminous 82.8 5.1 10.1 1.4 0.6 36.1

Subbituminous 76.4 5.6 14.9 1.7 1.4 31.8

Lignite 71.0 4.3 23.2 1.1 0.4 26.7

Source Higman and van Burgt [27]

Table 7.2 Fuel formula calculation in Example 7.1

Element C H O N S

Fraction (%) 82.8 5.1 10.1 1.4 0.6

Mass/mole 12 1 16 14 16

Mole weight 6.90 5.10 0.63 0.10 0.04

Normalized against S 184 136 16.83 2.67 1
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• Thermogravimetric analysis
ASTM specified methods are time-consuming and require a significant amount
of samples. An alternative method is thermogravimetric analysis (TGA), which
requires a small sample size and gives results fast.

Figure 7.3 shows an example of TGA analysis. It was obtained for
CaC2O4 · H2O by heating a sample of 17.61 mg from room temperature to 1,000 °C
at a rate of 20 °C/min [23]. Each change in mass results from the loss of a volatile
products, and chemical compositions of the volatile products can be determined.

By using the values in Fig. 7.3, we can determine that the resultant gaseous
products include, step by step from low to high temperature, 2.17 mg of water,
3.38 mg of carbon monoxide, and 5.30 mg of carbon dioxide. The final residue is
CaO.

7.3.1.1 Coal Classification

ASTM (D388–12) Standard, Classification of Coals by Rank, defines the rank of
coals quantitatively. The rank of a coal is determined based on its degree of
metamorphism or alternation (or in a plain word, age). In the order of progressive
alternation, coals can be classified into

• Peat
• Lignite coal

CaC2O4•H2O  CaC2O4 + H2O 

CaC
2
O

4
 CaCO

3 
+ CO

CaCO
3 

 CaO+ CO
2

Fig. 7.3 An example of TGA analysis results (used with permission from David Harvey, DePauw
University)

202 7 Combustion Process and Air Emission Formation



• Sub-bituminous coal
• Bituminous coal, and
• Anthracite coal

Peat is considered as the youngest coal in Europe and Asia, but it is considered
as biomass in Canada. In Northern Ontario, the Ring of Fires, there is a great
amount of peat covered in the forest. The majority of its weight (about 95 %) is
water and it requires extensive energy to dry it before combustion, and the con-
sequent thermal efficiency is the lowest.

By underground heating and pressurizing over thousands of years, peat becomes
lignite. Lignite is also considered as an immature coal because of its high water
content and low heating value. As time passes, lignite becomes darker and harder as
sub-bituminous coal followed by bituminous and finally anthracite coals. This
terminal rank represents the ultimate maturation of coals.

7.3.2 Solid Fuel Combustion

Solid fuels, coal or biomass, are burned after size reduction. Pulverized coal or
biomass can be as small as few micrometers and most of them are smaller than
0.2 mm by mass. They are injected into a furnace where it is mixed with oxidants
for combustion.

The combustion process of these solid particles is modeled by

• devolatilization or pyrolysis,
• volatile combustion, and
• char combustion.

7.3.2.1 Devolatilization

Devolatilization or pyrolysis is a complicated process that involves heat and mass
transfer as well as chemical decompositions. In general, when a coal particle enters
a combustion chamber where the gas is hot, the heating results in the release of
volatiles from the pores of the coal particle. The greater the heating rate, the faster
the volatiles release. Meanwhile, the size of the particle changes too. Typical
heating rate in a pulverized coal combustor is about 104�105 K/s and the corre-
sponding local temperature may be as high as 2,100 K [14].

The simplest model for this process is a single step model based on a global
kinetics that applies to most solid fuels like coal, biomass, and plastic [48].

Fuel!kf xV þ 1� xð ÞCh ð7:15Þ

where V and Ch stand for volatiles and chars, respectively.
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Two-step models take into consideration the heating rate and the competition
between different volatiles.

Fuel!kf1 x1V1 þ 1� x1ð ÞCh1
Fuel!kf2 x2V2 þ 1� x2ð ÞCh2

ð7:16Þ

This simplified reaction formula indicates that the particle after devolatilization
is decomposed into volatiles and chars, and there is nothing else. The corresponding
reaction rate can be described using (modified) Arrhenius expressions

ki ¼ Aiexp � Ei

RT

� �
; i ¼ 1; 2 ð7:17Þ

With the 2-step model, the conversion rate of the fuel can be described as

� dxF
dt

¼ kf1xF þ kf2xF ð7:18Þ

where xF is the remaining mass fraction of the solid fuel. The 2-Step model
parameters are summarized in Table 7.3.

The 1-step model is easy to use but it could not produce a good agreement over a
broad temperature range. The 2-step model is more practical for its ease to use and
reasonable kinetic agreement over a wide range of temperature; however, it is not
based on physical mechanisms [14]. Other models for devolatilization can be found
in literature, e.g., the report by Fletcher [14].

Table 7.3 Parameters for calculation of reaction rates of 2-step devolatilization

kf1 ¼ A1exp � E1
RT

� �
kf2 ¼ A2exp � E2

RT

� �
References

A1 ¼ 2:0� 105 A2 ¼ 1:3� 107 [30]

E1 = 25,000 E2 = 40,000

x1 ¼ 0:3 x2 ¼ 1:0

A1 ¼ 3:7� 105 A2 ¼ 1:46� 1010 [46]

E1 = 17,600 E2 = 60,000

x1 ¼ 0:39 x2 ¼ 0:8

A1 ¼ 3:7� 105 1=sð Þ A2 ¼ 1:46� 1010 1=sð Þ [43]

E1=R ¼ 8;857K E2=R ¼ 30;200K

x1 = proximate analysis volatile matter x2 = 0.8
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7.4 Formation of VOCs and PAHs

Volatile organic compounds are a family of organic compounds that are volatile in
nature. They are mainly lower (C1–C4) paraffin, olefins, aldehydes (e.g., formal-
dehyde), ketones (e.g., acetone) and aromatics (e.g., benzene, toluene, benzalde-
hyde, phenol). Sometimes, polycyclic aromatic hydrocarbon (PAH) (boiling point
218 °C) is also referred to as a VOC. The organic compounds that are not involved
in the formation of smog such as methane, CO, and halogenated organics like 1,1,1-
trichloroethane and CFCs are not considered as VOCs.

PAHs are produced during combustion when temperature is about 500–800 °C,
and they are oxidized further above 800 °C. Therefore, PAHs mainly present in the
low temperature zone of the flame or a combustion facility due to the poor fuel/
oxygen mixing. Heavy duty diesel engines (mainly trucks) emit *1,300 µg/km of
lighter PAHs such as pyrene, fluoranthene, etc. while gasoline-fueled cars emit
*100 µg/km of more hazardous heavier PAHs such as benzo(a)pyrene and dibenz
(a,h)anthracene [36].

7.5 Formation of CO and CO2

7.5.1 Volatile Oxidation

The volatiles from liquid fuel vaporization or solid fuel devolatilization contain
various combustible gas molecules. It is challenging to decide their exact formula if
we were to use the combustion principles introduced in Chap. 3. Alternatively, we
can use a simple step reaction model [48] for volatile combustion. Assuming
oxygen is the oxidant,

Volatilesþ O2 !kf1 COþ H2O ð7:19Þ

COþ 1
2
O2 !kf2 CO2: ð7:20Þ

The rate of combustion really depends on the rate of mixing.
Another key factor is the heat of combustion of the volatiles, which can be

calculated or experimentally determined. With this information known, the reaction
rate can be estimated using the combustion kinetics introduced in Chemical
Kinetics and Chemical Equilibrium in Chap. 3.
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7.5.2 Char Oxidation

Similar to the volatile oxidation analysis above, a simple model [13, p. 150] for the
oxidation of char or other similar solid carbon-based fuels is

Cs þ 1
2
O2 !kf1 CO ð7:21Þ

Cs þ CO2 !kf2 CO ð7:22Þ

where Cs is in solid phase carbon. The oxidizers are not limited to O2 and CO2;
other species such as OH, O, and H2O can also be effective oxidizers.

The oxidation takes place at the surface of the solid char and the corresponding
rate of reaction is governed by the diffusion of oxidizers to the surface of the char.

The apparent rate of char oxidation can be estimated using the equation given by
Flagan and Seinfeld [13]

r ¼ Aexp � E
RT

� �
Pn
O2

� �
kg=m2 � s� � ð7:23Þ

where Pn
O2

is the partial pressure of the oxidier, with a unit of atm. A, E/R, and n are
constants for specific solid fuels and they can be determined experimentally.

The formation of carbon monoxide and hydrogen carbon is driven by local fuel
rich combustion in the flame and imperfect mixing between fuel and oxygen.

The level of CO in the exhaust or flue gas depends on the design of the com-
bustion system. Oxidation of CO to CO2 takes place in the luminous zone by the
following mechanisms [26].

CO þ OH ! CO2 þ H

kf1 ¼ 4:4T1:5exp 372=Tð Þ m3
�
mol � s ð7:24Þ

Hþ CO2;! COþ Oþ H

kf2 ffi 0
ð7:25Þ

CO þ O2 ! CO2 þ O

kf3 ¼ 2:5� 106exp �24;060=Tð Þ m3�mol � s ð7:26Þ

CO þ OþM ! CO2 þM

kf4 ¼ 53exp 2;285=Tð Þ m6
�
mol � s ð7:27Þ

COþ HO2 ! CO2 þ OH

kf5 ¼ 1:5� 108exp �11;900=Tð Þ m3�mol � s: ð7:28Þ
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The rates of formation of O, OH, and H are usually assumed to be at equilibrium
and they can be estimated from the following reactions

1
2
O2 $ O

KP;O ¼ 3;030 exp �30;790=Tð Þ atm�1
2

ð7:29Þ

1
2
H2O $ 1

4
O2 þ H

KP;H ¼ 44;100 exp �42;500=Tð Þ atm�3=4
ð7:30Þ

1
2
H2Oþ 1

4
O2 $ OH

KP;OH ¼ 166 exp �19;680=Tð Þ atm1=4:

ð7:31Þ

The overall reaction for the oxidation of CO is

CO þ 1
2
O2 $ CO2 ð7:32Þ

It is very sensitive to temperature. The chemical equilibrium constants at dif-
ferent temperatures can be found in Table 3.2 above.

Dryer [10] gave an empirical equations for the consumption rate of CO and the
rate of formation of CO2 as follows

� d CO½ �
dt

¼ 1014:6�0:25exp � 40;000� 1250
RT

� �
CO½ � H2O½ �12 O2½ �14 mol

�
cm3 � s� �

ð7:33Þ

� d CO2½ �
dt

¼ 1014:75�0:4exp � 43;000� 2;200
RT

� �
CO½ � H2O½ �12 O2½ �14 mol

�
cm3 � s� �

ð7:34Þ

7.6 Formation of SO2 and SO3

Nearly all fossil fuels contain sulfur atoms. Some of the sulfur in fuels is eventually
oxidized to SO2 and SO3. Typical values for the sulphur content of various fuels are
given in Table 7.4 [51]. Sulphur in coal is present in both organic and inorganic
forms, the latter being pyretic sulphur (FeS2) and sulphates (Na2SO4, CaSO4,
FeSO4). Organic sulphur is present in the form of sulphides, mercaptanes, bisulp-
hides, thiophenes, thiopyrones, etc. These organic compounds are also found in
crude oils and gases.
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The more sulfur in the fuel, the higher level of SO2 emission. SO2 is mainly
formed when the sulfur elements are oxidized by O2,

Sþ O2 ! SO2 ð7:35Þ

and SO2 can be oxidized to SO3.
Their concentrations at equilibrium can be determined by the overall reaction,

using the knowledge we learned in Chap. 3.

SO2 þ 1=2O2 $ SO3

KP;SO3 ¼ 1:53� 10�5 exp 11;760
T

� �
atm�1

2
ð7:36Þ

The van’t Hoff equation (7.36) of the chemical equilibrium constant indicates that
the concentration of SO3 increases with the decreasing combustion temperature. The
kinetics of SO2 oxidation without catalytic effect can be described as follows [51].

SO2 þ OþM ! SO3 þM kf1 ¼ 8:0� 104 exp �1;400=Tð Þ m6�mol � s ð7:37Þ

SO3 þ OþM ! SO2 þ O2 þM kf2 ¼ 7:04� 104 exp 785=Tð Þ m6�mol � s
ð7:38Þ

SO3 þ H ! SO2 þ OH kf 3 ¼ 1:5� 107 m3�mol � s ð7:39Þ

Assuming constant-temperature and fuel-lean combustion, the net rate of SO3

formation is thus described by Eq. (7.40)

rSO3 ¼
d SO3½ �
dt

¼ kf1 SO2½ � O½ � M½ � � kf2 SO3½ � O½ � M½ � � kf3 SO3½ � H½ � ð7:40Þ

Table 7.4 Typical values for
sulphur content of fuels (wt%,
dry)

Fuel Sulphur content (wt%, dry)

Fossil fuels Coal 0.2–5

Oil 1–4

Natural gas 0–10

Light fuel oil <0.5

Heavy fuel oil <5

Peat <1

Petroleum coke *5

Biomass Wood <0.1

Straw *0.2

Bark <2
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Sulfur mass conservation gives SO2½ � þ SO3½ � ¼ S½ � ¼ constant, or SO2½ � ¼
S½ � � SO3½ �ð Þ and Eq. (7.40) becomes

rSO3 ¼ kf1 S½ � � SO3½ �ð Þ O½ � M½ � � kf2 SO3½ � O½ � M½ � � kf3 SO3½ � H½ � ð7:41Þ

When the SO3 concentration reaches steady state, corresponding to rSO3 ¼ 0, the
equilibrium SO3 concentration is described in terms of [O] and [H] as

SO3½ �s¼
kf1 O½ � M½ � S½ �

kf1 þ kf2ð Þ O½ � M½ � þ kf3 H½ � ð7:42Þ

This equation can be used to estimate the steady-state SO3 concentration as a
fraction of the total SOx concentration S½ � ¼ SO2½ � þ SO3½ �. Mostly [O] and [H] are
assumed constant.

The formation of sulphuric pollutants during solid fuel combustion can also be
described by the following step reactions [51].

Fuel sulfur is first heated and devolatilized through,

Fuel� S sð Þ ! H2Sþ COSþ � � � þ Char � S sð Þ ð7:43Þ

Both solid and gases (vapors) are produced through this reaction. The solid
phase char sulfur can be oxidized through the following reactions, where H2S, SO2

and COS are produced.

Char � Sþ O2 ! SO2 ð7:44Þ

Char � Sþ CO2 ! COS ð7:45Þ

Char � Sþ H2O ! H2S: ð7:46Þ

The gas phases produced during the above three reactions can further react
through

H2Sþ 11=2O2 ! SO2 þ H2O ð7:47Þ

H2Sþ CO2 ! COSþ H2O ð7:48Þ

H2Sþ CO ! H2 þ COS ð7:49Þ

H2Sþ COS ! CS2 þ H2O ð7:50Þ

CS2 ! Cþ 2=x Sx: ð7:51Þ

In the products, the concentrations of SO2 and SO3 at equilibrium can still be
determined by the overall reaction in Eq. (7.36)
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SO2 þ 1=2O2 $ SO3 ð7:52Þ

For coal combustion, sulfur in fuels is eventually oxidized to SO2 and/or SO3,
with a small amount being bound to ashes. For combustion of liquid fuels in engine,
SO2 concentration in the engine exhaust depends on the type of fuel burned. Marine
engine exhaust usually has the highest SO2 emission, and it can be in a level that is
comparable with coal fired power plants, (about 1 %) because marine diesel fuels
are of very low quality and high sulfur content.

The chemical equilibrium constant in Eq. (7.36) indicates that the concentration
of SO3 increases with the decreasing combustion temperature. When the temper-
ature is below 900 K, SO3 would have been the dominant SOx air pollutant at
equilibrium. However, in a typical flue gas or engine exhaust, SO2 is still domi-
nating over SO3. One of the reasons is that the conversion from SO2 to SO3 is too
slow to reach an equilibrium state. In a typical engineering practice, about 3 % of
SO2 is converted into SO3. Typical SO2 concentration in a coal fired power plant
flue gas stream is in the order of 1,000 ppm (0.1 %). It shall be much lower in
modern gasoline or natural gas fired stationary combustion facilities because sulfur
has been removed from the fuels.

The oxidation of SO2 to SO3 is usually slow unless the combustion temperature
is above 1,100 °C or there are catalysts present to expedite the reaction. For
example, sulphur in the liquid fuels supplied to automobiles is oxidized to SO2 in
the engine. But in the exhaust SO3 is present due to the presence of various catalytic
metals in the fuel, engine housing, and/or the filtration systems. For stationary
combustion sources like a coal-fired power plant, there are also various metals in
the fuel, and some of them may serve as catalysts for the oxidation of SO2.

7.7 NOx

Nitrogen oxides (NOx) represent the following seven oxides of nitrogen [45].

• nitric oxide (NO)
• nitrogen dioxide (NO2)
• nitrous oxide (N2O)
• dinitrogen dioxide (N2O2)
• dinitrogen trioxide (N2O3)
• dinitrogen tetroxide (N2O4)
• dinitrogen pentoxide (N2O5)

However, NOx are often referred only to NO and NO2 by the environmental
protection agencies in most jurisdictions. It is because these two gases are the major
contributors to air pollution. Therefore, only NO and NO2 are introduced in the
following section.
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7.7.1 Nitric Oxide

7.7.1.1 Thermal NO

For the analysis above using simple chemical stoichiometry (Chap. 3), it was
assumed that nitrogen (N2) is inert and does not react with oxygen. This is no longer
true when the reaction temperature is high enough. As a result, NO is produced by
the oxidation of N2 in the air through the following chemical reaction,

1
2
N2 þ 1

2
O2 $ NO

KP;NO ¼ 4:71 exp � 10;900
T

� � ð7:53Þ

As indicated by the formula for equilibrium constant (KP;NO), oxidation of
nitrogen proceeds slowly at low temperatures, but very fast at high temperatures.
The formation of NO from molecular nitrogen was first proposed by Zeldovich
[50], and it is thus referred to as the Zeldovich mechanism. NO formed by this
mechanism is also called thermal NO.

Thermal NO formation was first introduced in the 1940s. The formation of
thermal NO is very sensitive to the combustion temperature, and its formation is
negligible when temperature is 1,000 °C or lower. On the other hand, the rate of NO
formation is significant and increases exponentially when the temperature is over
1,400 °C [20]. The reactions in Table 7.5 can be used to describe the step reactions
of thermal NO formation.

First of all, the concentration of oxygen atoms required for the initiation of
reaction is strongly dependent on temperature because more oxygen atoms are
available to the reaction at higher temperature. Secondly, this reaction produces
nitrogen atoms, which is the bottleneck that limits the rate of NO formation, which
is also sensitive to temperature.

Table 7.5 Thermal NO step reactions and rate constants

Reaction Rate constant m3
�
mol � s� �

Equation

N2 þ O$kf1
kb1

NOþ N kf1 ¼ 1:8� 108 exp � 38;370
T

� �
(7.54)

kb1 ¼ 3:8� 107 exp � 425
T

� �
Nþ O2 $kf2

kb2
NOþ O kf2 ¼ 1:8� 104T� exp � 4;680

T

� �
(7.55)

kb2 ¼ 3:8� 103T� exp ��20;820
T

� �
Nþ OH$kf3

kb3
NOþ H kf3 ¼ 7:1� 107 � exp � 450

T

� �
(7.56)

kb3 ¼ 1:7� 108 � exp � 24;560
T

� �
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The net rate of NO formation under a constant pressure and temperature con-
dition can be calculated by considering all three step reactions in Table 7.5.

rNO ¼ d NO½ �
dt

¼ k1f N2½ � O½ � � k1b NO½ � N½ �f g
þ k2f O2½ � N½ � � k2b NO½ � O½ �f g
þ k3f N½ � OH½ � � k3b NO½ � H½ �f g:

ð7:57Þ

When all the reactions in Table 7.5 reach equilibrium state, the NO formation
rate attributed to each of three step reactions can be described as, respectively,

r1 ¼ k1f N2½ �e O½ �e ¼ k1b NO½ �e N½ �e
r2 ¼ k2f O2½ �e N½ �e ¼ k2b NO½ �e O½ �e
r3 ¼ k3f N½ �e OH½ �e¼ k3b NO½ �e H½ �e

ð7:58Þ

where the subscript e stands for equilibrium. For easy analysis, we also define two
dimensionless concentrations as follows.

a ¼ ½NO]
NO½ �e

; b ¼ ½N�
½N�e

ð7:59Þ

Then the rate of NO formation before reaching equilibrium state Eq. (7.57) can
be rewritten as

rNO ¼ r1 1� abð Þ þ r2 b� að Þ þ r3 b� að Þ ð7:60Þ

The concentration of N atoms is needed in order to solve this equation. By
similar approach, we can get the rate of N atom formation

rN ¼ r1 1� abð Þ þ r2 a� bð Þ þ r3 a� bð Þ ð7:61Þ

By the pseudo-steady-state approximation, we can set the left hand side of
Eq. (7.61), rN ¼ 0, and it leads to

b ¼ r1 þ r2aþ r3a
r1aþ r2 þ r3

ð7:62Þ

Substitute Eq. (7.62) into Eq. (7.60), and we have the corresponding rate of NO
formation as

rNO ¼ 2r1 r2 þ r3ð Þ 1� a2ð Þ
ar1 þ r2 þ r3

ð7:63Þ
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This equation can also be expressed in terms of dimensionless NO concentration,
a ¼ NO½ �� NO½ �e

da
dt

¼ 1
½NO�e

2r1 r2 þ r3ð Þ 1� a2ð Þ
ar1 þ r2 þ r3

	 

ð7:64Þ

Integration of this equation with an initial condition of a ¼ 0 at t = 0 leads to the
description of the NO concentration at any time.

1� r1
r2 þ r3

� �
ln 1þ að Þ � 1þ r1

r2 þ r3

� �
ln 1� að Þ ¼ 4r1

½NO�e

� �
t ð7:65Þ

For easier expression, we can define the characteristic time for thermal NOx
formation as,

sNO ¼ ½NO�e
4r1

ð7:66Þ

and the reaction rate ratio,

qr ¼
r1

r2 þ r3
ð7:67Þ

By considering sNO and qr, Eq. (7.65) becomes

1� qrð Þln 1þ að Þ � 1þ qrð Þln 1� að Þ ¼ t=sNO ð7:68Þ

In a typical combustion process, the residence time is shorter than the charac-
teristic time. As a result, NO does not reach its equilibrium concentration. There-
fore, it is better for the actual NO concentration in the flame to be determined using
this equation.

7.7.1.2 Prompt NO

Fenimore [12] found that some of the NO formed during combustion could not be
explained by the aforementioned Zeldovich mechanisms. When equivalence ratio is
greater than 1, the nitrogen in the air reacts to form hydrogen cyanide (HCN)
through the following chemical reaction,

N2 þ CH $ HCNþ N ð7:69Þ

Since there are oxygen-containing compounds in the combustion system, HCN
produced in the above reaction and the nitrogen atom reacts further to produce NO
through several chain reactions.
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O2 þ N $ NOþ O ð7:70Þ

HCNþ OH $ CNþ H2O ð7:71Þ

CNþ O2 $ NOþ CO ð7:72Þ

Prompt NO is formed only in a combustion zone of the flame where the com-
bustion is incomplete and the hydrocarbon radicals are present [3]. These reactions
take place very fast, thus it is known as prompt NO. The formation of prompt NO does
not depend on temperature as significantly as the thermal NO. The prompt NO is
formedmainly under lower temperature conditions during a short residence time [24].

7.7.1.3 NO Through Intermediate Component N2O

The third mechanism is through N2O [20, 32], also known as laughing gas, pro-
duced by the reaction between oxygen atoms and N2:

Oþ N2 þM $ N2OþM ð7:73Þ

N2Oþ O $ 2NO ð7:74Þ

where M can be any coexisting gas compound. Depending on the condition, N2O
could react again either forward to NO or backward to N2, and the later often
dominates. In general, the formation of NO increases with the air to fuel ratio and
temperature.

N2O is one of the greenhouse gases (GHGs). It can also be formed through other
mechanisms, including oxidation of HCN and oxidation of char residue. Part of the
volatile cyanide compounds of the fuel nitrogen, such as HCN, is oxidized
homogeneously to N2O through the following reactions:

HCN þ O $ NCOþ H ð7:75Þ

Table 7.6 Typical values for
the nitrogen content of fuels
(dry wt%)

Fuel N content, wt%, dry

Coal 0.5–3

Oil <1

Natural gas 0.5–20

Light fuel oil *0.2

Heavy fuel oil *0.5

Peat 1–2

Petroleum coke *3

Wood 0.1–0.5

Straw 0.5–1

Bark *0.5
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NCOþ NO $ N2Oþ CO ð7:76Þ

The reaction is also very sensitive to temperature and it slows down significantly
when the temperature rises. The reaction stops when the temperature is above
950 °C, and the NCO radicals are converted to NO.

7.7.1.4 Fuel NO

Most fuels contain nitrogen element, the NO originated from this part of nitrogen is
referred to as fuel NO [19, 33, 37, 44]. The amount of nitrogen in fuel varies with
the fuel type. As summarized in Table 7.6 [51], typical coal and oil contain
chemically bound organic nitrogen, which is different from that found in natural
gas. Depending on the refinery process, some natural gases contain virtually no
nitrogen but others have quite a lot of nitrogen in form of N2. Unlike fossil fuels,
biomass is characterized with high nitrogen.

Although the amount of nitrogen in fuel is relatively small, the fuel nitrogen is
much more reactive compared to the nitrogen present in the combustion air.
Consequently, the formation of fuel NO from a nitrogen-rich fuel is higher than that
from a nitrogen-lean fuel. Sometimes, as much as 80 % of the NO in the flue gas of
a coal-firing furnace is produced from fuel nitrogen [33]. The fuel NO is sensitive to
stoichiometry rather than the temperature because it forms readily at quite low
temperatures [7].

For a simple comparison purpose, Fig. 7.4 shows the relative importance of
thermal NO, prompt NO and fuel NO formation at different temperatures. Overall
NO emissions increase with temperature, mainly due to the increase of thermal NO.
Typical NO concentrations in the flue gases produced by the combustion of coal,
oil, and natural gas before flue gas cleaning are in the order of hundreds of ppmv.
The temperature in a typical industrial furnace is about 1,400–1,500 °C where the
magnitude of the NO equilibrium concentration is about 1,000 ppmv. However, the

Fig. 7.4 Influence of
temperature on thermal NOx,
prompt NOx and fuel NOx

formation
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NO equilibrium concentration drops sharply as the temperature goes down, and
becomes negligible below 600 °C.

7.7.1.5 NOx Formation in Char Combustion

Char is formed during combustion of solid fuels, especially coal. This char residue
forms N2O under appropriate conditions. The N2O formed from char nitrogen
varies, depending on fuel property and devolatilization conditions. However, the
formation mechanism of N2O from char nitrogen is not yet fully clarified and
different mechanisms have been proposed in literature.

Much of the NO formation in coal combustion is by char–nitrogen interaction
[48]. Nitrogen atoms can be adsorbed by char, which is porous anyway. The
char–nitrogen is oxidized to produce NO, and it can be described with a simplified
reaction formula as

Nþ Cð Þ þ 1
2
O2 ! NOþ Cs ð7:77Þ

where (N + C) represents nitrogen atom bounded with carbon by chemisorption on
char. NO reduction may take place by the following two reactions

2NOþ 2CO ! N2 þ 2CO2 ð7:78Þ

2NOþ Cs !kf6 Oþ Cð Þ þ 1
2
N2

kf6 ¼ 0:21 exp �1:31� 104=T
� �

kmol m2 � s � atm� �� ð7:79Þ

where (O + C) is the oxygen bounded with char carbon by chemisorption, and it
reacts with CO to produce CO2

COþ Oþ Cð Þ!kf7 CO2 þ Cs

kf7 ¼ 7:4� 10�4 exp �9:56� 103
�
T

� �
kmol

�
m2 � s � atm� � ð7:80Þ

With the increasing temperature, the oxygen adsorbed onto the surface of carbon
may also produce CO directly,

Oþ Cð Þ!kf8 CO
kf8 ¼ 1:5� 10�2 exp �2:01� 104

�
T

� �
kmol

�
m2 � s � atm� � ð7:81Þ

Then, the overall rate of NO reduction can be determined as follows [48].

�rNO ¼ kf6PNO kf7PCO þ kf8ð Þ
kf6PNO þ kf7PCO þ kf8

ð7:82Þ
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The overall rate of NO formation from char-bound nitrogen is also described by
Williams et al. [48]

rNO ¼ � N½ �char
C½ �char

rchar ð7:83Þ

where the reaction rate of char is

rchar ¼ 254 exp �2:16� 10�2�T� �
Pn
0 ð7:84Þ

The analysis above is also applicable to biomass combustion with the following
differences. First of all, most (80 % or more) of the biomass is volatile and there is
little char left. The combustion of char fraction is minor compared to volatile
combustion.

7.7.2 Nitrogen Dioxide

The oxidation of NO leads to the formation of NO2 through the overall reaction

NO þ 1
2
O2 $ NO2

KP;NO2 ¼ 2:5� 10�4 exp
6923
T

� �
atm�1=2

ð7:85Þ

The corresponding step reactions are

NOþ NOþ O2 $ NO2 þ NO2

kf ¼ 1:2� 10�3exp 530=Tð Þ m6
�
mol � s ð7:86Þ

NOþ OþM $ NO2 þM

kf ¼ 1:5� 103 exp 940=Tð Þ m6
�
mol � s

kb ¼ 1:1� 1010 exp �33;000=Tð Þ m3
�
mol � s

( )
ð7:87Þ

The conversion of NO to NO2 can also take place when there are enough
hydrogen peroxide radicals (HO2).

NO þ HO2 $ NO2 þ OH

kf ¼ 2:1� 106 exp 240=Tð Þ m3�mol � s ð7:88Þ
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Hydrogen peroxide radical is formed when a hydrogen atom reacts with oxygen
in the presence of a third component (M).

H þ O2 þM $ HO2 þ M ð7:89Þ

This reaction is significant at low temperatures. As a result, considerable HO2

concentration may be present in the low temperature zones of the flame, and
consequently a significant part of the NO present in the cooler zones may react into
NO2 through Eq. (7.88).

In the high temperature zone of the flame, hydrogen and oxygen tends to react
directly to form hydroxyl radicals and oxygen atoms:

H þ O2 ! OH þ O ð7:90Þ

The NO2 formed at lower temperature decomposes rapidly back to NO when it
drifts into the high temperature zone of the flame.

NO2 þ H ! NO þ OH ð7:91Þ

NO2 þ O $ NO þ O2 ð7:92Þ

Partially due to this decomposition process, NO2 remains less than 5 % with
95 % or more NO in a typical flue gas. However, these reactions slow down at low
concentrations of O and H. This situation arises when hot and cold streams are
mixed rapidly.

7.8 Formation of Particulate Matter

In combustion inorganic minerals in fuel are converted into solid, liquid, and
vapors. The solid and liquid contribute directly to the particulate matter formation,
while the vapors could condense, solidify, and form secondary particulate matter
before and after the emission. The final phase of the ash-forming materials depends
on many factors including temperature, pressure, residence time, fuel particle size
and size distribution, and the compounds in the combustion system. For solid fuels
the ash-forming minerals are mainly converted to oxides of silicon, aluminum, and
iron (SiO2, Al2O3 and Fe2O3). For liquid and gaseous petroleum fuels, the partic-
ulate matter is mainly due to the incomplete combustion and secondary reaction of
VOCs and SOx/NOx. However, this general knowledge may not apply to alternative
and renewable fuels.
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7.8.1 Ash-Forming Elements in Fuels

Fossil fuels contain highly integrated ash-forming matter in form of discrete
particles, and bounded combustible compounds. A review of the corresponding
particle forming mechanisms can be found in literature [9].

The discrete mineral particles if not removed by fuel cleaning are quickly molten
at high temperatures, followed by condensation while traveling in the ducting
systems as temperature drops before emitting to the atmosphere. The relative
quantities of the bounded minerals increase while hydrocarbon is consumed by
oxygen in combustion. Metal oxides can also contribute to the formation of PM2.5.
The elemental metal vapors are also oxidized and consequently form PM2.5 by
coagulation. Noncombustible solid compounds in the fuel will form the major part
of the fly ash particles, ranging from 10 nm to more than 100 μm.

Most fly ash particles are smaller than 0.1 μm in diameter by number, but larger
than 1 μm in diameter by mass. This is similar to the size distribution shown in
Fig. 7.5, although the exact size distribution depends on the coal and the design and
operation of the boiler. The fly ash size distribution in Fig. 7.5 was measured using
bituminous and subbituminous coals in the USA.

The ash formation is also dependent on the combustion device. For example, the
fate of ash-forming materials in fluidized bed combustion (FBC) is much different
from that of pulverized fuel combustion. In FBC, mechanical abrasion and attrition
play a more important role than the mechanism introduced above, and the ash-
forming materials remain in the fluidized bed. In circulating fluidized bed com-
bustion, more fly ash is formed due to the higher velocities and smaller fuel particle
size.
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Fig. 7.5 Fly ash particle size distribution (Data source Linak et al. [31])
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The composition of the ash particles depends strongly on the fuel, although
SiO2, Al2O3, Fe2O3 and CaO are usually the primary components. Ash from oils
contains vanadium (V) and nickel (Ni), plus magnesium (Mg). These metals are
added to the fuel as a corrosion inhibitor.

7.8.2 Soot Particles

Carbonaceous particles (10–80 nm) in the combustion system can agglomerate and
form larger particles (could be larger than 10 µm) [4, 5, 18]. These clusters are
called soot. A soot “particle” could have a family of thousands of carbonaceous
particles in it. A transmission electron microscope (TEM) image of diesel engine
soot is shown in Fig. 7.6 [41].

Chemically, soot particles are mainly composed of carbon, sulphur, and nitrogen
compounds and trace elements. Hydrocarbons can also be adsorbed into soot. These
particles could be as small as less than 10 nm in diameter.

There are mainly two mechanisms for the soot formation, depending on the type
of fuel [25, 28]. Aliphatics in gaseous or light liquid fuels can be converted to
acetylene (C2H2) at high temperature, followed by a “polymerization” of C2H2 to
form soot. This mechanism is also possible for combustion at high temperatures, up
to 1,600 °C.

For heavy oil and coal that contain more aromatics than aliphatics, soot is
formed by condensation and other processes that have aromatics as the starting
point [4, 11, 15, 22, 28, 38, 52]. The overall reaction of soot formation during sub-
stoichiometric stages of combustion can be written as

Fig. 7.6 TEM image of soot
particles from a diesel engine
(used with permission from
ACS)
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CnHm þ yO2 ! 2yCO þ 1=2mH2 þ n� 2yð ÞC sð Þ with n[ 2y ð7:93Þ

Readers are referred to specialized books for more knowledge.

7.9 Fate of Trace Elements

Chemical elements present in a natural material can be classified as trace elements,
minor elements, and the major elements, corresponding to concentrations of <0.1,
0.1–1, and >1 wt%, respectively.

Although these trace elements present in the natural ecosystem, quite amount is
relocated after fossil fuel combustion. Within the European Community the 13
elements of highest concern are As, Cd, Co, Cr, Cu, Hg, Mn, Ni, Pb, Sb, Sn, Tl, and
V. Eleven of 189 hazardous air pollutants (HAPs) in the USA are metals: As, Be,
Cd, Co, Cr, Hg, Mn, Ni, Pb, Sb, Se.

7.9.1 Trace Elements in Fuels

Fossil fuels like coal and heavy oil contain trace elements in the forms of organic
salts and inorganic minerals, for example, pyrites, and other sulphides, (alumino-)
silicates and carbonates [47]. In typical coal the concentrations of Pb, B, Cr, Ni, and
V are high. Ni and V are also found in oils.
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Class II 
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Fig. 7.7 Classification of trace elements
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7.9.2 Trace Elements in Flue Gases

The fate of trace elements in combustion is influenced by many factors. Temper-
ature is the main factor that determines whether a certain trace element will be
volatilized. The other important factor that determines volatility is the air to fuel
ratio. Many trace elements are more volatile under fuel rich condition than fuel lean
condition. A third important factor is the presence of chlorine. Chlorine often reacts
with a significant fraction of the trace elements to form chlorides, which are more
volatile than the elemental or oxide form of the trace elements. The fourth factor of
importance is total system pressure. Particle size has negligible effect on the
vaporization of trace elements [40].

Based on the fate, trace elements may be classified into three categories as
shown in Fig. 7.7.

• Class I—these elements do not volatilize during combustion, and they end up
being captured with bottom ashes and fly ashes. The injection of sorbent (cal-
cium) for SO2 capture will expedite this process.

• Class II—these elements are vaporized during combustion and eventually
captured by the particulates by condensation and nucleation mechanisms as the
temperature drops along the duct of flue gases.

• Class III—these elements are vaporized but cannot be captured by the partic-
ulates (fly ash) in the flue gas. They enter the atmosphere, and become haz-
ardous air emissions.
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Fig. 7.8 Most probable mercury-species transformations in- and post- coal combustion
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There are some overlaps between these three classes of trace elements. For
example, B, Se, and I can be classified into Class II or Class III [39]. Combined
with information on toxicity and harmful effects on process equipment, this clas-
sification gives first indication on which trace elements will need special attention.

7.9.3 Mercury

Mercury (Hg), a Class III trace element, is very problematic due to its toxicity and
volatility (boiling point 357 °C). In combustion more than 90 % of the incoming Hg
penetrates through the flue gas cleaning system, and is discharged into the atmosphere
as vapor. Due to its high volatility, Hg is released from fossil fuels at about 150 °C,
mainly as elemental Hg, HgCl2, Hg2Cl2 and HgS. The release of Hg from the fuel will
be complete at 500–600 °C [17, 35]. Under oxidizing conditions, in the presence of
HCl and Cl2, elemental Hg is oxidized to HgCl2 at 300–400 °C (Fig. 7.8).

Hgþ 4HClþ O2 $ 2 HgCl2 þ 2H2O ð7:94Þ

Hgþ Cl2 $ HgCl2 ð7:95Þ

Elemental mercury may react with NO2 through the following reactions [6]:

NO2 + Hg $ HgOþ NO ð7:96Þ

The product of HgO continues to react with HCl as follows.

HgO þ 2HCl $ HgCl2 þ H2O ð7:97Þ

As a result, three different mercury species must be considered in the flue gas
from coal combustion: gaseous elemental mercury (Hg), gaseous oxidized mercury
(e.g., HgCl2, HgS, HgO, HgSO4) and particle-bound mercury (Hg-p). It is estimated
that Hg emissions from a coal-fired power plant leaving the furnace, entering the
flue gas duct are of the order 5–50 µg/m3 at STP.

7.10 Greenhouse Gases

By the end of the twentieth century it was widely accepted that CO2, CH4, nitrous
oxide (N2O), and water contribute to the global warming. Water vapor is the most
abundant greenhouse gas in the atmosphere, and it contributes to 2/3 of the
greenhouse effects. The rest of 1/3 effect caused by other GHGs is referred to as the
“enhanced greenhouse effect”, or the “anthropogenic greenhouse effect”. CO2 is
contributing nearly ¾ of the enhanced greenhouse effect.
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The major source for CO2 emission is the combustion of hydrocarbon fossil fuel.
CO2 concentrations in flue gases from natural gas-fired combined cycle power plants
are about 4 % by volume, however it increases to 9–14 % from coal fired boilers.
These amounts of CO2 are currently emitted to the atmosphere without control.

Overall, the fossil-fuel combustion produces a variety of air pollutants in a great
quantity. A typical 1,000-MW coal-fired power plant can produce about hundreds
of thousand tons per year of particulate matter, sulfur dioxide, as well as compa-
rable quantities of nitrogen oxides, carbon monoxide, volatile compounds, and trace
metals. These air emissions have to be reduced as much as possible to protect public
health and the environment. They are achieved by pre-, in- and post-combustion
control approaches. They are covered in the following chapters.
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Chapter 8
Pre-combustion Air Emission Control

Air emission control is enforced when the ambient air quality or the source air
emission rate does not meet certain standards. There are three basic approaches to
air emission control: pre-, in-, and post- combustion air emission control. The most
cost-effective is to control before combustion, which reduces the load of down-
stream units. The last choice is add-on devices for flue gas cleaning. These extra
devices contribute significantly to the capital and operating costs of the plant; they
also reduce to some degree the thermal efficiency, because the devices may also
reduce some of the power output of the plant. Many of these devices also produce
another form of waste, usually solid or liquid being discharged to the environment.

This chapter is focused on the following pre-combustion air emission control
technologies.

• Fuel cleaning,
• Fuel substitution,
• Fuel conversion, and
• Alternative energy resources.

8.1 Fuel Cleaning

8.1.1 Coal Cleaning

One of the most cost-effective approaches to the control of air emissions is the
removal of the unwanted chemicals from the fuels before combustion.

Two most common engineering practice examples are coal washing, and oil and
gas refinery. In the United States, about 50 % of all coals supplied to power plants are
washed before delivery. In Germany, almost all coals are washed before firing. The
oils and gases are refined globally following the specific government regulations.
Fuel cleaning is the most effective way to reduce the contents of sulfur, ash-forming
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compounds, and trace elements. Basic principles of coal cleaning and related
technologies have been well documented (e.g., [27]), and they are briefly introduced
as follows.

Coal cleaning methods may be classified into conventional physical cleaning and
advanced cleaning methods. Advanced cleaning methods include advanced phys-
ical cleaning, aqueous phase pretreatment, selective agglomeration, and organic
phase pretreatment. Of these alternatives, conventional physical cleaning is widely
used for the sake of low cost and relatively high efficiency.

Conventional coal cleaning involves the following steps:

(1) Crushing of the coal: Grinding into smaller particles with diameters less than
50 mm. It also liberates ash-forming minerals and inorganically bound sulfur.

(2) Particle screening: The crushed coal particles are screened into three modes;
coarse, intermediate, and fine.

(3) Floatation: It involves the separation of ash and sulfur compounds from the
coal before it is pulverized and introduced into combustion chamber. The
lighter coal particles float on top while the heavier minerals sink to the bottom
in a stream of water.

(4) Drying: In this step wet coal particles are dried using a dewatering device,
generally a vacuum filter, centrifuge, or a cyclone, to separate water from the
solid, followed by further drying in hot air.

Coal washing can remove about 60 % of ash-forming materials. It is often
necessary to reduce the excessive amount of ash-forming materials from the coal
especially for steel processing applications. For example, the lignite from India and
Greece may contain more than 50 % wt ash-forming material. A significant amount
of Pyrite (FeSx), As, Se, and Hg can be removed by coal pre-cleaning.

Coal washing alone can remove up to 50 % of the pyretic sulfur, which is
equivalent to 10–25 % removal of the total sulfur content of the coal. Ninety
percent of the inorganic fuel sulfur, especially pyritic sulfur, FeS2, can be easily
removed by coal washing. The organically bound sulfur cannot be removed by
physical cleaning methods; however, it can be removed with biological or chemical
methods.

Biological treatment can remove both inorganic and organic sulfur. For example,
a bacteria, Thiobacillus ferrooxidans is capable of converting FeS2 into water-
soluble FeSO4, whereas a mutant of Pseudomonas, called Coal bug 1 (CB1) can
consume organic sulphur in thiophene groups. However, these techniques are time-
consuming and may require very small coal particles.

Chemical methods can remove organically bound sulfur and involves treatment
with alkaline or caustic solutions, oxidative leaching, and chlorinolysis with
chlorine-based chemicals. However, these chemical methods may change the
property of the coal and reduce its potential for use as a fuel.

Like any other process, there are pros and cons for physical coal cleaning. The
advantages are as follows
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• Reduced SO2 formation in the flue gas:
The reduction could be 10–40 % lower than burning coals without pre-cleaning.

• Decrease of ash content:
This allows the cleaned coal to be used for pulverizer and boiler. It also reduces
the load of downstream particle separators such as ESPs and bag houses.

• Lower maintenance costs for boilers:
The reduction of ash content leads to less wear and tear on coal preparation
before combustion and on boiler during combustion.

• Smooth operation:
Less operational problems such as boiler slagging and fouling.

Meanwhile, one has to bear in mind the disadvantages of coal washing. Intensive
energy is required for coal grinding and drying. And moisture added to the coal
may reduce the efficiency of the boiler and the entire plant. There may be 2–15 % of
energy loss to the preheating of coal.

In addition to these technical issues, one should also consider the environmental
regulations and the price of cleaned coal. In some countries, the price of coal is the
same regardless of its cleanness. In addition, the waste liquid stream from coal
cleaning may contain acidic toxic metals, which pose an extra challenge and cost in
waste treatment or disposal. More and more stringent regulations have been
introduced in the United States and China, for example, to prevent dumping of
these toxic acidic streams into the environment without prior treatment.

8.1.2 Oil and Gas Refinery

Crude oil and raw natural gas contain tens of thousands of kinds of hydrocarbon
compounds. By refinery, crude oil is decomposed into various fractions and
transformed into fuels including oil and gas and other products.

The oil and gas after refinery process contains specified amount of sulfur,
nitrogen, and ash contents. For example, sulfur compounds in the crude oil or raw
natural gas can poison many of the catalysts used for the treatment of hydrocarbons
in the petrochemical industry. More and more stringent environmental regulations
also require reduced sulfur compounds in the final petroleum products. The average
sulfur content in Canadian diesel was 350 ppm in 2000, and ultra-low sulfur diesel
with 15 ppm sulfur became mandatory in North America for highway vehicles in
2006. In 2009, all EU vehicles will run on 10 ppm sulfur diesel including off-roads.

Due to stringent regulation on sulfur content in fuels, a large amount of sulfur
compound is produced as a byproduct of oil refinery. The elemental sulfur is often
an important byproduct of oil refining and it is also a major raw material for the
productions of fertilizer and sulfuric acid.

Sulfur compounds are first separated from the refinery stream by absorption
using amine followed by another separation process to recover the amine and to
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concentration the H2S gas stream. The concentrated H2S streams usually contain
>50–60 % of H2S. H2S smells like rotten eggs; it is corrosive and toxic. H2S loaded
gas streams must be further treated [5].

8.1.2.1 Claus Process

One of the common practices is to convert H2S to nontoxic and elemental sulfur by
the Claus process, which was first developed by London chemist Carl Friedrich
Claus in 1883. A Claus process converts H2S into elemental sulfur by two steps,
thermal step and catalytic step [1, 8, 33, 43]. In the thermal step 1/3 of the H2S is
oxidized into SO2 and water by the oxygen in the air.

H2Sþ 1:5O2 ! SO2 þ H2O ð8:1Þ

The resultant gas steam contains H2S and SO2 in a 2:1 mol ratio. This step
requires a high-reaction temperature of 1,000–1,400 °C.

In the following catalytic step, SO2 reacts with the remaining H2S in presence of
a catalyst to form elemental sulfur. With the catalysts, the reactions in the catalytic
step proceed at a much lower temperature of 200–350 °C.

2H2Sþ SO2 $ 3
n
Sn sð Þ þ 2H2O DH ¼ �108 kJ=moleð Þ ð8:2Þ

where typical value of n is 8. Following Eq. (3.27), the equilibrium constant of Eq.
(8.2) can be described as

KP ¼ y2H2O
y3=8S8

y2H2S
ySO2

P
5
8 ð8:3Þ

The reaction described in Eq. (8.2) is exothermic and equilibrium-limited
reaction that calls for low temperatures. However, low temperatures will result in
low elemental sulfur yield rate. That is why a catalyst is necessary. Typical catalysts
for Claus processes are activated alumina, activated bauxite, or cobalt molybdenum
hydrogenation catalyst [33, 43]. In addition, a multistage process with interstage
timely removal of elemental sulfur by cooling and sulfur condensation further
improves the conversion rate.

By two- or three-stage processes the H2S conversion efficiencies could reach
about 95 or 97 %, respectively.

Alternatively, with the super-Claus process and special catalysts, efficiencies of
>99 % can be achieved because it prevents the formation of SO2. However, a
separate hydrogenation reactor has to be employed between the second and third
stage. Oxygen enrichment of the air to the burner in the final Claus stage also
reduces soot formation and poisoning of the catalysts.
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8.1.2.2 Adsorptive Claus Process

Recently, increasing restrictive low-sulfur fuel regulations challenge the conven-
tional Claus process. Depletion of low-sulfur feedstocks for the petroleum industry
demands more improved or new technologies to maximize the H2S conversion.
Elsner et al. [13] proposed an improved process called adsorptive Claus process
based on the Le Chatelier’s principle [47], which implicates that the removal of a
reaction product results in an equilibrium displacement to higher conversion.

Unlike the conventional Claus process, where elemental sulfur is removed by
in situ condensation, the adsorptive Claus process removes water by selective
adsorption. According to the reaction equilibrium constant described in Eq. (8.3),
removal of water vapor would have a greater impact on the conversion rate than
sulfur removal, because there are 2 mol of water per 3/8 mol of sulfur in the
product.

As introduced in Chap. 5, there are several water vapor adsorbents, and one of
them is zeolite which can be regenerated by inert sweep gas. A challenge to this
process is the chemical resistance of the catalyst and the zeolite to the aggressive
gas system, where SO2 and water may react and produce sulfuric acids.

8.1.2.3 Natural Gas Sweetening

Natural gas sweetening is important to both environment and final product quality.
Natural gas contains a large amount of methane (CH4), and all kinds of impurities
as shown in Table 8.1. The mole amount of a substance in a raw natural gas
depends highly on the gas field.

In industry, sour gas is referred to high contents of H2S and CO2. These acidic
gases in the raw natural gas are removed at the gas well to reduce technological
challenges to downstream gas transportation in the pipeline, and equally important,
to reduce SOx and CO2 emissions.

First of all, it prevents the formation of gas hydrate (commonly called dry ice).
CO2 hydrate can clog the system during the liquefaction of the natural gas. Fur-
thermore, it reduces the corrosion resulted from H2S and CO2 in the presence of

Table 8.1 Typical
composition of raw natural
gas out of the well

Gases Mole ratio

CH4 70–95 %

H2S 0–15 %

C2+ 0–15 %

CO2 0.1–8 %

N2 0–0.2 %

Temperature 30–40 °C

Pressure 5–120 atm

Source Ramdin et al. [40]
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water and the toxicity of H2S. Removal of CO2 also improves the heating value of
the natural gas because CO2 is not combustible and it simply lowers the combustion
efficiency.

The great partial pressure of H2S and CO2 allows them to be removed by
physical adsorption and membrane separation from the natural gas outside of the
well. Physical solvents like Rectisol, Purisol, and Selexol are preferred over
chemical solvents for high pressure gas purification processes. However, the most
popular technology is amine-based absorption. The separated H2S can be converted
into elemental sulfur as explained above. The treatment of separated CO2 will be
elaborated in Sect. 12.6.

8.2 Fuel Substitution

As introduced previously the air emissions are dependent on the fuels. Relatively
speaking, natural gas is cleaner than gasoline, and coal is the dirtiest fossil fuel.
Solid fossil fuels, biomass, and waste-derived fuels generate a wide spectrum of air
pollutants in addition to solid waste. From this point of view gaseous or liquid fuels
are considered cleaner because they hardly contain ash-forming elements, which
make them suitable for application in internal combustion engines and gas turbines.
As a result, the emissions per unit heat or power generated by liquid/gaseous fuels
are less than solid fuels.

It is technically feasible to use fuel substitution such as co-combustion of oil and
coal, in order to reduce the air emissions. In reality, other factors, likely economical
consideration, also contribute to the final decision of which fuel is used for certain
process. So far, coal is still the cheapest and most polluted fuel in environment. In
the United States, coal is mainly used as an electric utility fuel. Although oil is more
expensive than coal to recover, it can be easily transported by pipelines. Like oil,
natural gas is more expensive to recover from wells, but contrary to oil, it cannot be
easily stored or shipped. Nonetheless natural gas is widely used because of its ease,
efficiency, and cleanliness of combustion.

It is obvious that replacing a high-sulfur fuel with a low-sulfur fuel will reduce
the amount of SOx in the flue gas. Replacing solid fuel with oil or gas can also
reduce the ash formation. In some regions, local authorities may enforce fuel
substitutions to reduce the local air pollution. For example, low-sulfur coals must be
burned in the plants within the capital of China.

The success of fuel substitution depends on the fuel-flexibility of the burner and
the economics of operation with another fuel. It is relatively easy to retrofit a coal-
fired boiler with natural gas; however, it may not be the same using oil. Further-
more, we have to consider the operation of downstream air cleaning units. For
example, sulfur content in the fuel affects the dust separation performance of an
electrostatic precipitator (ESP). In-depth analysis will be introduced Chap. 10 for
post-combustion air emission control approaches.
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Replacing gasoline with natural gas or propane can reduce the emissions of
VOCs. This replacement is not limited to stationary combustion sources, and some
engines can be powered by compressed natural gas or propane. Extensive research
and development being conducted in the petroleum industry to improve the com-
bustion properties, handling, and use of natural gas as a substitute of gasoline to
dominate the auto fuel market, although it is still not the case yet.

Biodiesel, which will be introduced shortly as one type of alternative fuels, is
being used as a substitute for petroleum diesel fuels for diesel engines. Intensive
experimental and computational studies on biodiesel have been carried out in the
past decades. B20, a mixture of 20 % of biodiesel and 80 % of petroleum diesel, is
now widely adapted by the US government for transportation industry. It is char-
acterized by near-zero emissions of sulfur and net-nitrogen. But there is controversy
data in the literature about the emissions of particulate matter.

8.3 Thermochemical Conversion of Fuels

Solid fuels such as coal or biomass may be converted to liquid or gaseous fuels by a
thermochemical conversion (TCC) process. A TCC process is a chemical reforming
process in which the depolymerization and reforming reactions of organic matter
take place. There are many TCC processes that convert a wide variety of feedstock
into different fuels through different types of reactions. They can be small or large
in scale. Overall, TCC processes can be divided into three categories.

• Pyrolysis
• Gasification, and
• Liquefaction

8.3.1 Pyrolysis

Pyrolysis is a process where organic matter is degraded by thermal reactions in the
absence of added oxidizing agents. Pyrolysis, being as old as civilization, was
widely employed in the seventeenth and eighteenth centuries for conversion of
charcoal to fuels for the smelting industry.

With wood as a feedstock, pyrolysis is also referred to as carbonization or
destructive distillation. Pyrolysis decomposes a fuel with larger molecules into
smaller fractions such as C2H6, CO, CO2, H2, H2O, oily liquids, and a solid car-
bonaceous char residue. The actual products depend on the TCC process. The
mixture of gases, liquids, and solids require further separation in order to produce
the final fuel products. The principles introduced in Chaps. 5 and 6 sets the
foundation of the engineering designs of the related equipment and processes.

8.2 Fuel Substitution 233

http://dx.doi.org/10.1007/978-981-287-212-8_5
http://dx.doi.org/10.1007/978-981-287-212-8_6


For conventional pyrolysis, where the heating rate is below 10 °C/s and the
residence time is long, the primary products are tar and char. In order to maximize
the production of oil, flash pyrolysis with rapid heating of about 100–10,000 °C/sec
is employed. External heating is also applied for the process to allow pyrolysis in
the absence of combustion. The char and tar can be burned with air for heating.

8.3.2 Gasification and Syngas Cleaning

8.3.2.1 Gasification Chemistry

Gasification is a thermal chemical conversion process in which carbonaceous
materials are converted to gases by incomplete oxidation. Gasification is actually
fuel rich combustion operating at 25–40 % of the oxygen that would be needed to
convert the hydrocarbon fraction of the fuel to CO2 and H2O. In this process part of
the fuel is combusted to provide the heat needed to gasify the rest.

Major reactions involved in the gasification process are as follows [36].

Cþ 1
2
O2 ! CO ðCombustion reaction) ð8:4Þ

Cþ O2 ! CO2 Combustion reactionð Þ ð8:5Þ

Cþ CO2 ! 2CO Boudouard reactionð Þ ð8:6Þ

Cþ H2O ! COþ H2 Gasification with steamð Þ ð8:7Þ

Steam is produced by oxidation of hydrogen atoms in the fuel. There are also
other minor chemical reactions including gasification with hydrogen, water gas shift
reaction, and methanation.

Cþ 2H2 ! CH4 ðGasification with H2Þ ð8:8Þ

COþ H2O ! H2 þ CO2 Water gas shift reactionð Þ ð8:9Þ

COþ 3H2 ! CH4 þ H2O ðMethanation) ð8:10Þ

A more complicated way to present the gasification of solid or liquid feedstock
involves devolatilization to produce volatile hydrocarbons and charts. Then both
the chars and volatile hydrocarbon are further gasified to produce syngas and other
compounds.

CnHm þ 1
2
nO2 ! 1

2
mH2 þ nCO ðVolatile gasification) ð8:11Þ
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CHxOy þ ð1� yÞH2O ! x
2
� yþ 1

� �
H2 þ CO ðChar gasification) ð8:12Þ

If we consider the formula of char containing C, H, O, N, S, and mineral matters,
the chemical reactions are much more complicated. With the presence of steam, the
sulfur content usually is converted into H2S. Part of the H2S can react with CO2 to
produce COS.

H2Sþ CO2 ! COSþ H2O ð8:13Þ

The primary gasification products are synthesis gas also known as syngas, which
is composed of CO, H2, CH4, and many others. This syngas has to be cleaned
before H2, CH4, and/or CO can be separated as clean fuels.

8.3.2.2 Gasifiers

A gasifier is the main chamber where all the main gasification chemical reactions
take place. Various types of gasifiers have been developed over the last centuries.
Conventional gasifiers (Fig. 8.1) include

• fixed bed gasifiers,
• fluidized bed gasifiers, and
• entrained flow gasifiers.

These gasifiers are widely used in integrated gasification and combined cycle
(IGCC) plants. Most of the coal is gasified in fixed bed gasifiers [36, 42]. Updraft
and downdraft moving bed gasifiers are suitable for smaller scale gasification,
where fluidized bed gasifiers are often used for solid feedstocks other than coal. The
entrained bed gasifiers are most suitable for coal. All these gasifiers have been well
commercialized by different companies. Each has its features aiming at different
applications. They are only briefly introduced as follows in order to focus on the
main scope of this book.

In entrained bed gasifiers, feedstock particles concurrently react with oxidants in
suspended (i.e., entrained) fluid flow mode. Entrained bed gasifiers require pul-
verized feedstocks. The sizes of solid fuel particles have to be less than 1 mm for
effective suspension. The gasification temperature may exceed 1,500 °C and the
residence time is in the order of 1 s only. The units are usually operated at high
pressure (2.94–3.43 MPa). With this high gasification temperature, the syngas
stream is almost free of tars, oils, and phenols. On the other hand, the corresponding
raw syngas exiting the gasifier usually requires significant cooling before it can be
handled by the downstream gas cleaning units. Such a high temperature also
requires expensive burners and sophisticated high-temperature heat exchangers to
cool the syngas.

In a fixed bed gasifier, preheated feedstock is fed from the top of the gasifier. The
feedstock falls through different zones before it reaches the grates. From top to
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bottom, the feedstock is preheated, dried, devolatilized/pyrolysed, gasified, and
combusted. Maximum temperature in the combustion zone can be as high as
1,800 °C, mostly greater than 1,300 °C, depending on the reactor design. Post-
combustion ash leaves at the bottom and the syngas exits at the top to the syngas

Drying

Solid feedstock 
(coal or biomass)

Ash

Oxidant (Steam, 
oxygen or air)

Gas
Pyrolysis

Reduction

Oxidation

Solid 
feedstock

Slag

Oxidant

Gas

Solid 
feedstock

Ash

Oxidant

Gas

Cyclone

1

2

3

1. fixed bed gasifiers, 
2. fluidized bed gasifiers 
3. entrained flow gasifiers. 

Fig. 8.1 Different gasifiers
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cleaning units. The temperature of the syngas leaving the top is about 400–500 °C.
The feedstock particle size is normally in the order of tens millimeters and the
residence time is about 15–30 min.

In a fluidized bed gasifier, both the feedstock and the oxidants can enter from the
bottom of the gasifier. And they travel upward together. As a result of effective
mixing, the temperature within the air-based gasifier is relatively uniform and it is
in the range of 900–1,050 °C to minimize ash melting. In order to maintain the
fluidity of the particles, the feedstock particles are smaller than those in a fixed bed
gasifier. It is in the range of 0.5–5 mm. And the residence time of feedstock in the
gasifier is typically 10–100 s, which is much shorter than a fixed bed gasifier [19].
Right at the exit of a fluidized bed gasifier, an optional cyclone is usually used to
recycle the large unspent feedstock. Large particles will be recycled for further
gasification. Smaller ones penetrating through the cyclone become the particulate
matter in the syngas stream. As we learned in Sect. 6.4, a cyclone is effective in
separating particles of a few micrometers. Therefore, particulate matter in the
syngas stream is primarily in the micron range or smaller. Most of these particles
can be separated using electrostatic precipitators or filters.

8.3.2.3 Syngas Cleaning and Separation

Raw syngas compounds depend on the feedstock and the gasifier. Among various
carbonaceous feedstocks, coal, petroleum coke, and petroleum residues have been
used for gasification. Recently, biomass has been tested too as a feedstock.

A sample raw syngas compounds produced from coal, pet coke, and petroleum
residues are listed in Table 8.2. Most raw syngases contain considerable amount of
CO, H2, CO2, H2S and COS, and particulate matter. CO2, H2S and COS are also
collectively called acidic gases because they can be converted easily into acids with
moisture. CO2 is also considered as a greenhouse gas.

Table 8.2 Pre-combustion
syngas after water gas shift
reaction

Gas Mole fraction (%)

H2 55.5

CO2 37.7

N2 3.9

CO 1.7

H2O 0.14

H2S 0.4

Others 0.66

Source Ramdin et al. [40]
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The exact syngas properties depend on the type feedstock, gasifier, operating
pressure, temperature, and residence time. In general, higher temperature leads to
greater carbon conversion. However, overheated feedstock may result in ash fusion
and/or ash agglomeration [52]. Most of the commercial gasifiers operate at elevated
pressures (*2.94 MPa) [18] for the equilibrium consideration. However, the
pressure does not alter the syngas composition very much.

Particulate removal
Particulate cleaning of the hot syngas is necessary not only to reduce air emissions,
but also to prevent corrosion and erosion of downstream gas separation compo-
nents. For all gasifiers, char materials along with ash can be removed by water spray
(quenching) followed by carbon scrubber. Around 95 % of the char carbon can be
removed by direct water spray. The residual carbon is handled in the following wet
scrubbers. Because of the cooling of the syngas, the thermal efficiency is greatly
reduced in the entire process if the syngas will be used immediately, like in an
IGCC process.

An alternative approach is hot gas filtration. Particulate filtration at temperatures
above 260 °C is called hot gas filtration; sometimes it can reach 900 °C [23]. This
high temperature demands special filtration materials that can endure the high
temperature as well as the acidic gases in the raw syngas. The filter housing is also
expected to be stable against temperature, pressure, and chemical composition of
gas and dust.

Common materials in hot gas filtration are ceramic and metallic. These materials
allow rigid self-supporting filter elements that can be employed at high tempera-
tures due to their high mechanical strength. The filters can be shaped like candles,
as long as a few meters, or honeycomb structure. High costs and system failure due
to filter clogging are the main challenges to hot gas filtration.

8.3.2.4 Acidic Gas Removal and Sulfur Recovery

Gas separation follows particulate removal. Engineering designs are based on the
principles introduced in Chap. 5, most commonly by adsorption or absorption.
There are many options for CO2 separation from the syngas too. CO2 capture and
storage will be introduced in detail in Chap. 12.

H2S separation can be achieved by both absorption and adsorption. Physical or
chemical adsorption followed by conventional Claus sulfur recovery units has been
proven successful in petroleum industry. ZnO/CuO, Cr2O3, and Al2O3 can adsorb
H2S components. The simplified adsorption and adsorbent regeneration reactions
are as follows, using ZnO as an example [48].

ZnOþ H2S ! ZnSþ H2O ðAdsorption, 315�530 �CÞ ð8:14Þ

ZnSþ 3
2
O2 ! ZnOþ SO2 ðRegeneration, 590�680 �CÞ ð8:15Þ
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Purified syngas (H2 + CO) is a great building block for energy industry. It can be
directly burned for power generation through gas turbines. This is so-called com-
bine cycle technology, which will be introduced in next section. Pure hydrogen
produced from syngas can be used in hydrogen-based fuel cells. In addition, syngas
can be converted into many other products. Some of these conversions pathways
are shown in Fig. 8.2. The most well known is syngas to diesel/gasoline through
Fisher-Tropsch process.

2nþ 1ð Þ H2 þ nCO ! CnHð2nþ2Þ þ nH2O Fisher-Tropsch synthesisð Þ ð8:16Þ

8.3.3 Combined Cycle Technologies

Since the 1970s, combined cycle technologies have been developed for gaseous
fuels based on gas turbine technology. The fuel gas, which is either natural gas or a
syngas from gasification, is burned in a gas turbine and the exhaust is used for a
steam cycle. The thermal efficiency of a natural gas fired combined cycles (NGCC)
can be in the order of 60 %. In coal-fired integrated gasification combined cycle
(IGCC), the thermal efficiency could reach 46 %. The main advantage of combined
cycle is that the exhaust is “cleaner” since gaseous fuels are used and less oxygen is
used than conventional combustion. Liquid and gaseous fuels do not or hardly
contain ash-forming elements. As a result, air emissions per unit heat or power
generated are smaller for liquid/gaseous fuels than for solid fuels, however, all this
comes with a high cost, especially for IGCC.

Alcohols

Syngas

Fischer-tropsch

Gasoline

H
2
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shift
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Synthesis
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Catalytic 
conversion

Diesel

Catalytic 
conversion
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4

Isosynthesis

Ethanol

Catalytic
conversion

Catalytic 
conversion

Fischer-tropsch

Fig. 8.2 Syngas to fuels
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8.4 Biofuels

With the depletion of fossil fuels and the growing concern of climate change,
renewable energy emerges on to the global stage. On the scale of centuries, the
supplies of fossil fuels will be severely depleted. The only sources that could supply
energy indefinitely beyond that time horizon are likely to be nuclear fusion and
renewable energy. Heat and energy can be produced by solar, fuel cell, wind,
geothermal, etc. There is minimal fuel combustion in these energy production
processes and consequently are believed to be able to dramatically reduce the air
emissions from fuel combustion.

On the other hand, cost is the major barrier preventing these technologies to be
commercialized at large scales. Thus far, these alternative energy resources are still
at the research and development stage with limited applications. In addition, it also
takes energy to produce the devices for energy harvesting and conversion. The net
benefit of these technologies should be evaluated based on a life-cycle analysis.

Among all the relevant alternative energy technologies, biofuels are closely
related to the scope of this book. Thereby the following is focused on biofuels.
Biofuels are produced from biomass, which is biological material derived from
living organisms. They grow on the planet earth by converting carbon dioxide
(CO2) with solar energy into HC organic compounds. Biomass can be simply
divided into three categories (Table 8.3), lignocellulosic, starch based, and tri-
glyceride-producing biomass.

The type of biofuels produced from biomass depends on the feedstock and the
process. Table 8.3 summarizes the platforms for biofuels from biomass. Like fossil
fuels, biofuels can also be solid, liquid, and gaseous.

8.4.1 Solid Biofuels

As seen from Table 8.3, solid, liquid and gaseous biofuels can be produced from
different biomass following different engineering processes. Without deviating too
much from the main scopes of this book, typical processes are briefly introduced as
follows.

8.4.1.1 Pulverized Biomass

After drying, biomass can be pulverized and mixed with coal for power generation,
and it is expected to reduce the net carbon emission because carbon in the biomass
is from CO2 in the atmosphere. Biomass drying consumes energy. Due to the high
moisture content in biomass, loss in thermal efficiency is also a concern. Other
technical questions about fuel feed, boiler combustion chemistry, and ash deposi-
tion and disposal have been raised too [37].

240 8 Pre-combustion Air Emission Control



T
ab

le
8.
3

B
io
m
as
s
an
d
bi
of
ue
ls
pl
at
fo
rm

s

B
io
m
as
s

B
io
fu
el

pr
od

uc
tio

n

T
yp

e
E
xa
m
pl
es

T
ec
hn

ol
og

y
Im

m
ed
ia
te

pr
od

uc
ts

Po
st
pr
oc
es
si
ng

Fi
na
l
bi
of
ue
l
pr
od

uc
ts

L
ig
no

ce
llu

lo
si
c
bi
om

as
s

W
oo

d,
gr
as
s

Pu
lv
er
iz
at
io
n

Po
w
de
r

C
o-
fi
ri
ng

ut
ili
ty

fu
el

Pe
lle
tiz
at
io
n

Pe
lle
ts

A
na
er
ob

ic
di
ge
st
io
n

B
io
ga
s

G
as

se
pa
ra
tio

n
H
2,
C
H
4,
C
O

G
as
ifi
ca
tio

n
Sy

ng
as

Fi
sc
he
r-
T
ro
ps
ch

Fe
rm

en
ta
tio

n
FT

-d
ie
se
l,
je
t
fu
el
,

et
ha
no

l

Py
ro
ly
si
s

B
io
-o
il

R
efi
ni
ng

B
io
le
r
oi
l,
di
es
el

L
iq
ue
fa
ct
io
n

B
io
-o
il

R
efi
ni
ng

B
io
le
r
oi
l,
di
es
el

St
ar
ch
-b
as
ed

pl
an
ts

C
or
n,

su
ga
rc
an
e

H
yd

ro
ly
si
s

Su
ga
r

Fe
rm

en
ta
tio

n
B
io
et
ha
no

l,
bi
ob

ut
an
ol

T
ri
gl
yc
er
id
e-
pr
od

uc
in
g

pl
an
ts

C
an
ol
a,

so
yb

ea
n,

sa
ffl
ow

er
E
xt
ra
ct
io
n

E
di
bl
e
oi
l

T
ra
ns
es
te
rfi
ca
tio

n
B
io
di
es
el

W
as
te

co
ok

in
g
oi
l

Pu
ri
fi
ca
tio

n
T
ra
ns
es
te
rfi
ca
tio

n
B
io
di
es
el

8.4 Biofuels 241



8.4.1.2 Wood Pellets

Biomass can be processed into wood pellets for effective transportation and efficient
combustion too. The feedstock can be any lignocellulosic biomass, and wood is the
most widely used one. Wood pellets can be burned in stove for indoor air heater or
in specialized furnace for energy production. They burn like high quality coal, with
much lower air emissions.

There are several steps that we can follow to make wood pellets. While the exact
procedure may be different from plant to plant and the product quality may vary
accordingly [30], the common steps are summarized in Fig. 8.3 for guidance only.

• The first step is biomass drying. The moisture content in the raw biomass must
be reduced to a level of about 10 % before the pelletizing process begins.
Otherwise, it is difficult to pelletize and consequently affects the quality of the
final product. This step is especially important when recycled biomass is used as
a feedstock.

• The next step is to remove the impurities from the dried wood. Metal, for
example, can be removed by magnets and a screen. This step is especially
important for recycled biomass too.

• After the removal of the impurities, the raw material is ground in a hammer mill
and it becomes wood powder. The powderous particles can be separated using a
cyclone or surface filter. This size reduction is necessary for pelletization.
Typical powder sizes are below 5 mm in diameter.

• Right before pelletization, the powder is heated to 70 °C or so. Heating and
softening ensure that the lignin in the wood is released and the particles can be
bonded effectively together in the final product.

RollingBiomass 
powder

Wood pellet

Biomass drying

Impurity removal 

Milling to power

Powder heating

Pelletization

Pellet cooling

Fig. 8.3 Pellet processing
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• Pelletization is a process that reforms the wood powder into certain shapes. As
depicted in Fig. 8.3, the powder is pressed down into the die block and is
compressed into cylindrical the pellets.

• The last step is to cool the pellets to increase their durability.

The environmental impact assessment for biomass pellet production should be
conducted from feedstock harvesting to the delivery of pellets to the end user.
Magelli et al. [32] conducted an assessment for wood pellet production in Van-
couver, Canada with end users in Sweden by streamline life-cycle analysis. They
compared the total emission factors (in g/kg fuel) between wood pellet and natural
gas as fuels. The results in Table 8.4 show that wood pellets as a fuel has a great
potential in reducing air emissions. The reduction could be greater if the pellets
were produced and consumed locally without international transportation. On the
other hand, we have to realize that wood pellets cannot replace natural gas because
each of them has its uniqueness due to the phase difference.

8.4.2 Biodiesel

Biodiesel has some substantially different properties than petroleum diesel because
of its different structure. Biodiesel is described as a fuel comprised of mono-alkyl
esters of long chain fatty acids derived from vegetable oils or animal fats (in ASTM
Standard D6751-03). Typical biodiesel has the cetane number that is close to the
high end No. 2 petroleum diesel. For example, the biodiesel viscosity–temperature
relationship is similar to that of No. 2 diesel fuel, which followed the Vogel
equation [54].

Table 8.4 Emission factors for pellet and natural gas production

Air emissions Pellet
(g/1,000 kg fuel)

Natural gas (NG)
(g/1,000 kg fuel)

Emission factor
ratio (Pellet:NG)

Pollutant CO 1,196 1,213 0.986

NOx 6,420 6,452 0.995

VOC 169 384 0.440

PM 496 505 0.982

SOx 2,958 3,040 0.973

NH3 6 9.8 0.612

GHGs CO2 281,550 446,750 0.630

N2O 7.8 10.7 0.729

CH4 53 972 0.055

Based on the data in Magelli et al. [32]
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lnm ¼ Aþ B
T þ C

ð8:17Þ

where ν (mm2/s) is the kinematic viscosity of the biodiesel at temperature T (K); A,
B, and C are correlation parameters, which can be determined from viscosity
measurements at three or more temperatures.

Nowadays most of the biodiesel fuels are produced through the base-catalyzed
transesterification of oils or fats. In this process, the vegetable oil or animal fat is
combined with alcohol, producing biodiesel and a valuable byproduct glycerin.
Figure 8.4 shows a simplified representation of this reaction, where R is the short
hydrocarbon chain of an alcohol. R can be either methanol or ethanol or isopro-
panol. R1, R2, and R3 are fatty acid chains. For naturally occurring oils or fats, these
fatty acids are largely palmitic, stearic, oleic, linoleic, and linolenic acids.

The exact chemical compositions of biodiesel depend on feedstock, the source of
fatty acids and the alcohol used in production. Since alcohol is relatively constant,
fatty acids are the main factor that determines the chemical composition of bio-
diesel. Most of the fats and oils contain 16 and 18 carbon chains. A large number of
vegetable oils contain predominantly unsaturated acids, whilst animal fats like cattle
tallow contain 60 % saturated acids and mono unsaturated acids as the remainder.

8.4.2.1 Air Emissions from Biodiesel Combustion

Biodiesel is generally considered to be oxygenated, sulfur-free, biodegradable, and
nontoxic.

From an environmental point of view, biodiesel is believed to be biodegradable,
renewable, and reduces CO2 emission. Since most of the carbon in the fuel was
originally removed from the air by plants, there is very little net increase in carbon
dioxide levels.

The post-combustion exhaust gas from biodiesel combustion is characterized
with low carbon monoxide, low unburned hydrocarbons, and low particulate
emissions from diesel engines; hence it reduces further already low carbon mon-
oxide and unburned hydrocarbons. Although particulate emissions, especially the

Fig. 8.4 A simplified
representation of biodiesel
production
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black soot portion, are greatly reduced for biodiesel engines, NOx emissions are
usually high.

The NOx emissions from biodiesel may be 10 % more than that produced by
petroleum diesel. Biodiesel combustion usually has more widespread high-
temperature distribution areas than petroleum diesel fuel [53]. As we have learned
from combustion chemistry, higher combustion temperature leads to more thermal
NOx formation. This partially explains the reason behind the high NOx emissions
typically measured from the engine exhaust produced by biodiesel fuels. However,
ethanol could act as an effective NOx reducing additive [20]. Strategies for reducing
NOx emissions from biodiesel combustion include increasing spray cone angle,
retarding start of injection, exhaust gas recirculation (EGR), and charge air cooling
[55].

8.4.2.2 Challenges to Biodiesel

The specific gravity of biodiesel ranges from 0.86–0.90, which is higher than that of
No. 2 diesel. This may result in a higher fuel mass of biodiesel injection through an
unmodified diesel injection system than does a No. 2 petroleum diesel. The high
heating value of biodiesel is slightly above 17,000 Btu/lb, and it is lower than that
of No. 2 petroleum diesel (19,300 Btu/lb). As a result, the total thermal energy
delivered from biodiesel is less than that of No. 2 diesel.

The main barrier for commercialization of biodiesel is its higher cost than
petroleum diesel. The price of biodiesel is almost double that of petroleum diesel if
subsides are not taken into account.

Fuel stability is another major concern to biodiesel. Biodiesel is less saturated
and normally has poorer thermal stability, oxidative stability, and storage stability
than petroleum. A study performed at the University of Idaho showed that biodiesel
placed in water degraded 95 % by microorganisms in 28 days, while petroleum
diesel fuel degraded only 40 % in same time [56]. At low temperatures, biodiesel
will gel or crystallize into a solid mass that cannot be pumped; as a result the engine
cannot run.

Another emerging challenge is the food crisis as it is unethical to convert edible
food to biodiesel to feed the SUVs instead of the starving people. There was a great
rise in the price of food (especially corn) and fertilizer from 2006–2008, partially
because quite a lot of corn in North American was used for biodiesel production.
Research and development should be focused on waste to biodiesel instead.

8.4.3 Bioethanol

Bioethanol (C2H5OH) can be produced from starch in corn, sugar in sugar cane, or
cellulose from the cellulosic biomass. Starch and sugar based bioethanol is con-
sidered as the first generation bioethanol, while cellulosic bioethanol the second.
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Corn is the well-developed feedstock in United States, while sugar cane is a tropical
and subtropical crop that is the primary feedstock in Brazil, India, and Colombia.
Cellulosic bioethanol is a more recent development that is not well commercialized
yet. Regardless of the feedstock, the sales price of bioethanol must be competitive
with that of petroleum gasoline. However, profit margins in bioethanol production
processes are still low. Nonetheless, our focus here is a briefly introduction rather
than an in-depth discussion.

Depending on the biomass feedstock, there are several major steps that may
apply to bioethanol production [26].

• Feedstock pre-treatment
• Hydrolysis
• Fermentation
• Separation
• Storage.

8.4.3.1 Feedstock Pretreatment

Feedstock pretreatment is necessary to convert most of the carbohydrates in the
feedstock into sugars. The first step is size reduction and breakdown of the cell wall
structures surrounding the target compounds, mainly cellulose. Some lignin is
dissolved in the solution. Sugar cane is crushed followed by juice extraction; corn
goes through dry grinding or wet milling according to the downstream conversion
technology. The feedstock is then pretreated using chemicals, such as dilute sulfuric
acid or ammonia.

After pretreatment, a large amount of water is separated from the hydrolysate
slurry. Meanwhile, other unwanted chemicals such as acetic acid and furfural are
also removed from the slurry. Then hydrolysate slurry is cooled by dilution water
and further chemically conditioned for next step.

8.4.3.2 Hydrolysis and Fermentation

In this step, the starch and cellulose are converted into sugars, primarily being glu-
cose, by cellulose enzymes. It is also called enzymatic hydrolysis. A cellulase enzyme
breaks down cellulose fibers and ultimately converts them into glucose monomers.

The resulting glucose and other sugars from feedstock pretreatment are to be
converted into bioethanol by fermentation. This process may take several days to
complete. The simplified chemical reactions for hydrolysis and fermentation are

C12H22O11 þ H2O !Enzyme
2C6H12O6 ð8:18Þ

246 8 Pre-combustion Air Emission Control



C6H12O6 !Zymase
2C2H5OHþ 2CO2 ð8:19Þ

where C12H22O11 stands for sucrose, C6H12O6 glucose, and C2H5OH ethanol.

Example 8.1: Conversion rate of bioethanol
According to Eqs. (8.18) and (8.19), what is the stoichiometric mass ratio of
conversion by fermentation.

Solution
According to Eqs. (8.18) and (8.19), 1 mol of sucrose C12H22O11 can be converted
into 4 mol of ethanol, C2H5OH, and 4 mol of CO2. The overall reaction can be
described as

C12H22O11 þ H2O ! 4C2H5OHþ 4CO2 ð8:20Þ

The molar weights of C12H22O11, C2H5OH and CO2 are 342, 46, and 44 g/mol,
respectively. Therefore, the maximum theoretical mass conversion ratio of ethanol is

4�MC2H5OH

MC12H22O11

¼ 4� 46
342

¼ 53:8%

The rest goes to CO2 and its production ratio is 46.2 %.

This example shows only the theoretical maximum conversion rate. In reality, no
more than 47 % of the fermented carbon hydrates is converted to (bio)ethanol.

8.4.3.3 Bioethanol Separation

The product of fermentation is called both or beer. It contains water, ethanol,
combustible solids, and much more. Ethanol is separated from this mixture by a few
steps. Distillation and molecular sieve adsorption are the core technologies for this
purpose.

Distillation can be accomplished in twoor three columns depending on the required
purity of the ethanol. In the first column, called beer column, water, and dissolved
CO2 are first removed from the mixture. The second column is called rectification
column, where ethanol is concentrated to a level of 92.5 % of ethanol. Then it can be
further dehydrated to 99.5 % by vapor-phase molecular sieve adsorption.

Both adsorption and desorption principles are employed in the aforementioned
separation process. There are two columns in the molecular sieve adsorption pro-
cess, one works as an adsorption tower while the other is being regenerated. All the
other gaseous emissions are treated by absorption using pure water.

Solid-liquid separation devices are employed to recover the solids in the stillage
from the beer column. Although the principles were not deliberately introduced in
this book, hydraulic cyclones and filters can be used for this purpose. After drying,
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the solids can be used as alternative fuel for combustion too. The rest of the water
goes to a water treatment facility.

8.4.3.4 Bioethanol Combustion

Bioethanol is mainly mixed with petroleum gasoline for combustion in light
engines. The overall stoichiometric combustion formula can be described as fol-
lows, although the actual chemical reactions are much more complicated.

C2H5OHþ 3O2 ! 2CO2 þ 3H2O ð8:21Þ

On a volumetric base, bioethanol (or ethanol) has only 2/3 of the heating value
of petroleum gasoline [6]. There is a great power reduction if pure ethanol (E100) is
used to power an automobile. Therefore, bioethanol is mixed with gasoline for sale.

Water contamination remains a challenge to the bioethanol industry. The chal-
lenge to bioethanol-gasoline mixed fuels is the phase separation induced by water
contamination. Ethanol absorbs water readily in a storage tank or transport pipeline.
This resultant water in the fuel negative affects the engine operation.

8.4.4 Hydrothermal Conversion of Biomass to Biofuels

8.4.4.1 Properties of Hot Compressed Water

Before we introduce hydrothermal conversion of biomass to biofuel, we have to
start with the phase behavior of hot compressed water. Water exhibits unique
properties at a critical point of 374 °C, 22 MPa. Above this critical point, water is in
a homogeneous phase known as a supercritical fluid. Supercritical water exists
simultaneously as both a liquid and a gas. Subcritical water is marked by a higher
density and the presence of two phases, one being liquid and the other being vapor
[29].

The first special property of hot compressed water is its ionic constant. The ionic
products are Hþ and OH� ions:

H2O ! Hþ þ OH� ð8:22Þ

The ionic constant of subcritical water is considerably higher than those of
supercritical water and regular water. As such, subcritical water is a special reaction
medium due to its dual acid-base catalysis nature, which enables rapid conversion
of biomass compounds to biofuels.

Another special property of hot compressed water is its density. Under low
density conditions, diffusion of radicals through the solution is enhanced; under
high-density conditions, ionic reaction mechanisms are promoted.
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The third parameter of concern is the dielectric constant of hot compressed
water. The dielectric constant of water decreases with the increase of temperature.
As a result, hot compressed water is much less polar than normal water. It performs
more like an organic solvent. The decreasing dielectric constant of hot compressed
water is likely to affect organic reactions. One benefit of the changing dielectric
constant of water is that it works like an organic solvent during reaction conditions,
and it returns to its normal polarity after cooling. This unique property is believed to
be beneficial to the production and voluntary separation of alkanes from biomass
[11].

The changing reaction environment around critical point approach causes a
significant change in reaction mechanisms of hydrothermal conversion of biomass
[7, 28]. Both ionic and free radical reactions may take place in hydrothermal
conversion of biomass, the latter being preferred above the critical point.

Depending the status of hot compressed water it can convert biomass into both
gaseous and liquid fuels. Without catalyst, the higher the water temperature, the
more gas, and the less liquid fuels. As a result, hydrothermal conversion processes
are divided into hydrothermal liquefaction and hydrothermal gasification.

The overall process of decomposition of biomass is illustrated in Fig. 8.5.
Hydrolysis plays an important role in forming glucose/oligomer, which can quickly
decompose into, oil, char, and gases. Without catalyst, oil can be converted into
char and gases; however, the addition of alkali catalyst will result in more oil
production because it inhibits the char production from the oil intermediates. The
presence of water in the feedstock is a key factor for the conversion reaction. At
temperatures between 250 and 350 °C, organic molecules in liquid water undergo
chemical reactions.

Temperature is an important factor that affects the HTC conversion products,
liquid, or gas. As shown in Fig. 8.6, more liquid products are produced at lower
temperature. As the temperature increases, more gaseous products are produced at
the expense of the liquids and because of additional carbon conversion.

Biooil
Unit

structures

Biooil 
formationBiomass

Hydrolysis

Gas

Char/Tar

Decomposition

Polymerization

Fig. 8.5 Conversion of cellulose to bio-oil
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Water goes through dramatic changes in both physical and chemical properties
when heated. As the temperature rises from 25 to 300 °C under standard pressure,
the density and dielectric constant of water decreases from 997 to 713 kg/m3 and
78.85 to 19.66, respectively, while the ionic product increases from 1013.99 to
1011.30. These changes in physical properties make the solvent properties of water at
300 °C roughly equivalent to those of acetone at 25 °C. Ionic reactions of organics
are favored by the increase of solubility in water. The increase in the dissociation
constant increases the rate of both acid- and base-catalyzed reactions in water far
beyond the natural acceleration due to increased temperature. Water itself can also
act as an acidic or basic catalyst, and its reactivity can often be reinforced by
autocatalysis from water-soluble reaction products.

Under high-temperature high pressure conditions, water shows even more
unique properties as a reaction medium, especially with the presence of suitable
catalysts. At supercritical condition (385–400 °C, 35 MPa) the reaction for HTC
conversion can be completed within a minute.

Residence time is another factor for a successful conversion. The HTC bio-oil
yields under acidic, neutral, and alkaline conditions all decrease with increasing
residence time. Despite the similar trends of HTC bio-oil yields against conversion
temperatures and the residence time, the conversion mechanisms behind them are
likely quite different. Under acidic HTC conditions, the decrease in bio-oil yields at
high temperatures and long residence time is mainly attributed to the formation of
residual solids. Under acidic conditions, 5-HMF, the main component of acidic
HTC bio-oil, tends to form hydrothermal char/solid by polymerization. Under
neutral conditions, the decrease in HTC bio-oil yield at high temperatures and long
reaction residence time is mainly caused by the formation of residual solids and the
gas products. Under alkaline HTC conditions, the gas formation from the decom-
position of alkaline HTC bio-oil mainly resulted in the bio-oil yield decrease at the
high temperatures (>300 °C).

Fig. 8.6 Effect of
temperature on the HTC
product
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In continuous operation, slurry feeding is a challenge because of the water
evaporation at the end of the pipe. Poor conversions were reported because of the
loss of water by condensation. Serious erosion and/or corrosion occurred on several
spirals of the auger where the reaction was actually took place before the feedstock
enters the reactor. Char formation was found to occur downstream because of lack
of water brought about by back condensation. Some differences have been found in
the chemical composition of the oil from the batch process and the semi-continuous
process. A higher percentage of aromatic and/or unsaturated carbon was found in
the oil produced using the semi-continuous process.

8.4.4.2 Hydrothermal Liquefaction

Hydrothermal liquefaction employs reactive hydrogen or carbon monoxide carrier
gases to produce liquid fuel from organic matter at moderate temperatures. Tem-
peratures between 300 and 400 °C correspond to the maximum yield of oil products
[50]. Direct liquefaction involves rapid pyrolysis to produce liquids and/or organic
vapors, whereas indirect liquefaction employs catalysts to convert non-condensable,
gaseous products of pyrolysis, or gasification into liquid products.

Technically, any matter with high organic content can be converted into another
form by thermochemical conversion, but the conversion rate depends on the
feedstock and the process itself. A variety of feedstocks are proven technically
successful including high-carbon content materials such as coal, peat, and ligno-
cellulosic material. Low-quality feedstock includes municipal and industrial wastes
and agricultural residues. Studies on thermochemical conversion of biomass were
predominantly focused on materials that are highly cellulosic, until recently an
emerging interest in liquid waste such as livestock manure (e.g., [50]) and algae
[34].

Many factors affect the conversion rate of a HTC process. They include, but not
limited to, temperature, pressure, retention time, reactant gases, feedstock, catalysts,
if any, and the reactor design. These parameters were found to be most important as
they dictate the yield and quality of the products. Regardless of the process, the new
fuel is inevitably more expensive than its parent fuel due to the extra energy and
equipment required for the conversion.

Hydrothermal conversion is a process that is similar to cooking of food. The
major differences between this process and other processes are use of wet feedstock
as raw material because it saves energy from drying the feedstock. Also, the
presence of water is beneficial for the conversion process.

The primary reactions in the conversion of biomass to oil likely involve the
formation of low-molar weight, water-soluble compounds such as glucose. Water
also acts as solvent and alkaline catalysts. More importantly, water plays a critical
role in the water-gas shift reaction
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COþ H2O ! H2 þ CO2 ð8:23Þ

The resultant hydrogen with other oxygen-containing functional groups, elimi-
nating the oxygen element and yielding hydrocarbon-like compounds.

8.4.5 Biogas

In addition to the thermochemical conversion approach, biomass can also be
converted into gaseous fuels by a biological approach called anaerobic digestion.
And the resultant gas is sometimes called biogas. It is well known that typical
biogas from a well-controlled anaerobic process contains 60 % CH4 and 40 % CO2

and other trace compounds.
Anaerobic digestion is a complex biochemical reaction that involves the fol-

lowing four steps.

• Hydrolysis:
It is the process where complex organic matter is decomposed into simple
organic molecules. It is done with the existence of water that splits the chemical
bonds of the organic matter.

• Fermentation:
It is also called acidogenesis, the process where carbohydrates are decomposed
by bacteria, enzymes, molds, or yeasts in the absence of oxygen.

• Acetogenesis:
It is the process where the products of the fermentation process are converted
into H2, CO2, and acetate by acetogenic bacteria.

• Methanogenesis:
It involves the formation of CH4 from acetate, H2, and CO2 by methanogenic
bacteria.

In the anaerobic digestion process, the methanogenic bacteria are very sensitive
and are easily upset by sudden changes in temperature or pH, and toxic substances
such as arsenic, copper, and antibiotics.

There are mainly two types of anaerobic digesters:

• Mixed digester
• Plug-flow digester

Mixed digesters are usually employed for liquid feedstock and the latter for
semi-solid feedstock (about 13 % solids). In a mixed digester solids are kept in
contact with the bacteria for reaction and the mixing is usually maintained either
mechanically or by bubbling. Plug-flow digesters eliminate the need for mixing by
slowly moving the waste through a tube-shaped vessel. A lagoon is another com-
monly used method for waste treatment, where aerobic bacteria use oxygen to
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convert organic matter into CO2, water, and more bacteria. Therefore, there is no
biogas produced in aerobic digestion.

The main drawback of natural anaerobic digestion is its slow reaction. A
properly designed anaerobic digester provides better control over the environment
for the anaerobic digestion process. A digester is like a reactor, which can be sealed,
heated, and agitated to shorten the time needed to stabilize the waste. It also offers a
good control of odor emission and easy capture of the gaseous products like
methane. Due to the shorter process time requirement, a typical anaerobic digester
can be 100 times smaller than a natural anaerobic lagoon.

Regardless of the type of fuels produced from biomass or petrochemical process.
Their applications were primarily for energy production by combustion. The
combustion processes of these many types of fuels do not always follow the same
simplicity, rather they depend on the physical designs of the process.
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Chapter 9
In-combustion Air Emission Control

In-combustion air emission control is accomplished by proper design and operation
of a combustion device, either a burner or an engine. The existing process of
in-combustion control is primarily limiting the formation of NOx by modifying the
combustion temperature and other conditions. This chapter starts with an introduction
of typical combustion processes followed by specific in-combustion air emission
control technologies, including low-NOx burner, sorbent injection for in furnace SO2

capture, and approaches to reduce soot formation, and so on.

9.1 Stationary Combustion Devices

9.1.1 Pulverized Coal/Biomass Combustion

Combustion of solid fuels takes place in a variety of stationary systems, such as
home heating stove and industrial furnace. In a stove, solid fuels are burned directly
without extensive size reduction. In industrial furnaces such as boilers for power
generation, their sizes have to be reduced to a certain level for continuous feeding
operation. This size reduction is also referred to as pulverization. A comprehensive
description of pulverized coal combustion can be found in the book by Smoot and
Pratt [14].

In a typical pulverized coal combustion system, coal is ground to fine particles
and separated using a mesh screen before being fed to the burner. Pulverized coal
particles have a mean diameter of 50 μm with the majority smaller than 200 μm by
mass. Then, these coal particles are fed into the furnace by mixing with oxidants
(mostly air). And combustion takes place in the flame in the open space of the
furnace.

As introduced in previous chapters, ash and other pollutants are formed during
solid fuel combustion. The coarse ash particles fall down to the bottom of the furnace
as a solid waste, and this is referred to as bottom ash or slag, while the rest of the fine
ash particles are carried along the combustion process with flue gas. In general, the
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ash particles formed in a pulverized coal combustion process is very fine and
approximately 65–85 % of the ash is fly ash.

Pulverized coal combustion technology is used for the majority of fossil-fuel
fired electricity generation. As to be introduced in the coming chapter, flue gas
cleaning typically involves the emission controls of particulate (i.e., fly ash), oxides
of sulfur and nitrogen, and others. It is characterized with high-combustion effi-
ciency and high-combustion temperature.

9.1.2 Fluidized Bed Combustion

Advanced coal technologies have been developed to improve cost-effectiveness and
environmental protection. These emerging technologies differ significantly from the
existing conventional combustion technologies such as pulverized coal combustion,
cyclone firing, and stoker firing. They are briefly introduced as follows.

Fluidized bed combustion (FBC) is primarily for solid fuel combustion because
there is no need to fluidize liquid or gaseous fuels. In FBC, the combustion takes
place in a bed where materials are fluidized by air blown from beneath of the layer
of particles. The bed materials are fuel particles, sand, ash, char residue, and other
solids.

There are two typical FBC systems, bubbling fluidized bed and circulating
fluidized bed, which are shown in (Fig. 9.1). In bubbling fluidized bed combustion
(BFBC) the bed particles behave like a boiling fluid but remain in the bed, when the
gas flows upward at the velocity of 1–3 m/s. In circulating fluidized bed combustion

Fuel

Gas to 
boiler

Secondary air
Primary air

Gas to 
boiler

Cyclone

Fuel

Fuel

Secondary 
air

Fig. 9.1 Fluidized bed combustion chambers (Left Bubbling fluidized bed, Right Circulating
fluidized bed)
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(CFBC), air velocity is relatively higher than BFBC, being about 5–10 m/s at which
the bed material suspension fills the entire combustion chamber.

For either case, the suspended particle size can be easily estimated from the gas
speed and aerosol dynamics (Sect. 4.2). It can be determined by the balance
between gravity and drag force on the particle

FD ¼ CD
1
2
qg Vp � Vg
� �2� �

1
4
pd2p

� �
ð9:1Þ

When the particle is suspended in the combustion chamber, the gravitational
force equals the drag on the particle. Assuming the particle is spherical and the
corresponding diameter is dp0, we have

1
6
pd3p0gqp ¼ CD

1
2
qg Vp � Vg
� �2� �

1
4
pd2p0

� �
: ð9:2Þ

When the fuel particle is suspended in the gas, Vp ¼ 0, and the equation
becomes

dp0 ¼ 3
4

qgV
2
g

qpg
CD: ð9:3Þ

Fuel particles larger than this size will remain in the chamber; smaller ones will
be carried away by the gas to the downstream unit. Obviously, the greater the gas
speed, the larger particles can penetrate through the combustion reactor and enter
downstream unit. The drag coefficient is described in Eq. (9.4).

CD ¼
24
Rep

Rep � 1
Rep
24 1þ 0:15Re0:687p

� 	
1\Rep � 1000

0:44 Rep [ 1000

8><
>: ð9:4Þ

A simple form can be obtained for Rep � 1.

dp0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
18lVg

qpg

s
ð9:5Þ

Example 9.1: Suspended particle size in fluidized bed combustion
Consider a fluidized bed furnace in a coal fired power plant that operates at
atmospheric pressure. Assume the coal particle density of 1,000 kg/m3, and the gas
temperature is about 1,100 K. The gas moves upward at a speed of 3 m/s. Use the
gas properties using those of the air at the same temperature, and estiamte the
suspended particle diameter.
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Solution
The properties of the air at 1,100 K and 1 atm are

qp ¼ 0:3166 kg/m3, l ¼ 4:49� 10�5 N.s/m2.
If we assume Rep\1

dp0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
18lVg

qpg

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
18� 4:49� 10�5 � 3

1000� 9:81

r
¼ 4:97� 10�4 m ¼ 0:497mm

With this size, we can calculate

Rep ¼
qgVgdp

l
¼ 0:3166� 3� 4:97� 10�4

4:49� 10�5 � 1

Therefore, our assumption of Rep\1 was invalid.
Now assume 1\Rep � 1000 and

dp0 ¼ 3
4
qgV

2
g

qpg
CD

CD ¼ Rep
24 1þ 0:15Re0:687p

� 	
8<
:

The calculation becomes complicated, but we can solve it by iteration. Then the
suspended particle size is

dp0 ¼ 6:055mm

And the corresponding particle Reynolds number is Rep ffi 128

Under steady operation condition, a large proportion of the bed materials leave
the chamber via an exit on top of the chamber and are collected by a particle
separator, most likely a cyclone for material recirculation to the bed. Cyclones are
being used at temperatures of 1,000 °C in PFBC systems for solid recycling.
Penetrated fine particles are called fly ash and join the flue gas. Due to the high
particle concentrations in this application, particle agglomeration may occur, which
favor particle separation.

The fuel particle size is larger while the furnace temperature is lower in FBC
(800–950 °C) compared to pulverized coal combustion (>1,000 °C). Due to the
relatively low-combustion temperature, FBC can handle low-grade fuels such as
wet sludge or waste solid fuels with a relatively low-NOx emission. The SOx

emissions can be reduced by addition of sorbent like a limestone or lime to the bed.
On the other hand, the emissions of N2O may be high.

Another drawback of CFBC is the increased fly ash, which is mainly the result of
the higher velocity, smaller fuel particle size, and more intense attrition and abra-
sion. The fate of ash-forming material in fluidized bed is much different from that in
a pulverized coal combustion chamber. Again, temperatures in CFBC are much
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lower and particles are larger, but mechanical stresses are stronger due to strong
turbulence and the impact between particles. Although ash-forming material
remains in the bed, fine particles are produced due to attrition and abrasion.

9.2 Internal Combustion Engines

An internal combustion engine is a device where atomized liquid fuels are burned to
produce thermal energy (heat), which is converted to mechanical energy to drive the
transportation vehicles. Combustion in engines takes place at high pressure with a
variable volume, most commonly a piston for liquid fuels. The most common
internal combustion engines are spark ignition engines used in automobile industry
and diesel engines primarily for trucking industry. Large diesel engines are also
used in off road power generation and trains. Another type of internal combustion
engine is gas turbines for air craft or power generation. It is excluded from this
book.

9.2.1 Spark Ignition Engines

A schematic diagram of a basic piston engine (or reciprocating engine) is shown in
(Fig. 9.2). It is a metal block containing a series of chambers. The core of the engine
is a cylinder that houses a piston. The inner diameter of the cylinder is also referred
to as bore. The upper part of the block consists of outer walls that form hollow
jackets around the cylinder walls. The hollow jackets contain the coolants to pre-
vent the engine from being overheated. The lower part is called the crankcase,
which provides rigid mounting points for the bearings to fix the crank.

The crank drives the piston up and down through the connecting rod. The angle
between the crank and the centerline of the cylinder is defined as crank angle, θ.
When the piston is at the top of the cylinder, it reaches its top dead center (TDC)
and θ = 0; when the piston is at the lowest position, bottom dead center (BDC),
θ = π. The distance between TDC and BDC is referred to as stroke.

A typical operating cycle of this type of engine involves four stokes (Fig. 9.3):

1. intake
2. compression
3. combustion/expansion
4. exhaust

When the piston moves downward, the intake camshaft opens the intake duct
and fuel and air mixture is drawn into the cylinder. When the piston starts moving
upward, both the intake valve and the exhaust valve are closed forming an
enclosure. The rising piston compresses the air-fuel mixture. When the piston
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Fig. 9.3 Four-stroke piston engine cycle (Wihipedia.org)
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reaches the top of the stroke, the spark plug is fired to ignite the air-fuel mixture and
starts the combustion at the right instant. As the combustion proceeds, the burning
mixture expands at increasing temperature and drives the piton downward to pro-
duce mechanical energy. Combustion is expected to complete when the piton
reaches BDC, when the exhaust valves opens. The exhaust is pushed out of the
cylinder. A new cycle starts when the rising piston reaches top of the stroke.

9.2.1.1 Carburetor

The air and fuel are premixed in the carburetor, a device that controls the flow of air
and fuel. The mixture is usually at an equivalence ratio of 0:7\U\1:4 to match
the residence time for air emission control. A cold engine is started with a fuel rich
mixture to secure successful ignition. This results in highly incomplete combustion
and high CO and HC emissions. Evaporation of the liquid fuel results in evapo-
rative air emissions from the carburetor after the engine is turned off. Vapor
recovery system and the adsorption-desorption system can be employed to reduce
the evaporative air emissions. Activated carbon is a common adsorbent for the
vapor recovery. Recycled gasoline is purged by air and the mixture is delivered to
the engine for combustion without reentering the tank.

9.2.1.2 Flame in Engine

The local equivalence ratio in flame depends on the spot in the cylinder. After the
ignition of the air-fuel mixture, the gas mixture is not burned instantaneously. The
turbulent flame moves downward as the cylinder volume expands. The speed of
the flame depends on the engine design and the operating conditions such as the
equivalence ratio and the speed of the piston. As combustion continues in the
cylinder, the temperature and pressure of the gas rise. This is different from
the combustion in stationary systems, where pressure seems to be stable.

9.2.2 Diesel Engines

Diesel engines do not have carburetors for air-fuel premixing. Instead, air is drawn
into the cylinder through the intake valve and diesel is injected into the cylinder of
the engine. Diesel injection starts when it approaches the end of the compression
stroke. At the moment, the high-temperature high-pressure compressed air ignites
the vapor of the diesel droplets. Combustion in a diesel engine is unsteady and it
varies with the fuel injection mode and mixing with the air.

In a direct injection (DI) engine, both air and fuel are turbulent and they are not
homogeneously mixed. A prechamber can be used to improve the mixing effect and
as a result, this type of engine is called prechamber diesel engine, or indirect
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injection engine (IDI). Combustion takes place in the prechamber and the burning
gas enters the diesel engine cylinder through a passageway. Air emissions, espe-
cially fine particulate (soot particles) are reduced from an IDI diesel engine at the
cost of lower engine efficiency.

Diesel is injected into the cylinder by multiple small nozzles. The droplets move
at great initial Reynolds number because of the great relative velocity between
droplets and the surrounding gas. As a result, the droplets may be further broken
down to smaller ones.

Diesel engines are usually run at fuel-lean condition and the corresponding
gaseous air pollutants such as CO and HC are reduced. However, the particulate
matter (soot) emission is much higher than the gasoline engine because of the
slower air-fuel mixing.

9.3 SO2 Capture by Furnace Sorbent Injection

SO2 can be captured by injection of proper sorbent such as limestone or lime into
the furnace of a stationary system. The sorbent can be injected into the furnace or
the hot part of the flue gas channel. This works well for older boilers with a
relatively short remaining lifetime. As solid sorbent is injected into the furnace,
more particles will join the fly ash and increase the load of downstream particulate
control devices. Additional soot-blowing device is needed to remove solids accu-
mulated on the inner surfaces of the furnaces, which is not a big technical problem.

9.3.1 SO2 Capture by FSI in Pulverized Coal Combustion

The principle of furnace sorbent injection (FSI) is shown in Fig. 9.4. The con-
centration of SO2 in typical flue gases from coal firing can be up to 5,000 ppmv.
The efficiency of SO2 removal by sorbent injection depends on the temperature
where the sorbent is injected. When the sorbent is injected at a low-temperature
area, the SO2 removal efficiencies can be in the range of 60–75 % with Ca and S
molar ratios from 2 to 4. This efficiency can be further increased at a relatively
higher cost, by spraying water downstream into the flue gas duct before the par-
ticulate control devices, to reactivate the spent sorbent to capture more SO2.

The relation between temperature and the SO2 removal is shown in Fig. 9.5 for a
sorbent such as limestone (CaCO3) or hydrated lime (Ca(OH)2). With other con-
ditions the same, Ca(OH)2 gives higher efficiency than CaCO3.

The main solid product of the desulfurization reaction is CaSO4 when temper-
ature is below 1,200 °C. The corresponding mechanism is illustrated in Fig. 9.6.
When exposed to high-temperature gases, the sorbent first decomposes to CaO,
which then reacts with SO2 and O2 to form CaSO4. A white shell of CaSO4 formed
by desulfurization reactions surrounds the inner unreacted CaO, which slows down
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the further reaction by plugging and blocking as it is difficult for the gases to
penetrate through this shell. Molar volumes of CaCO3, CaO, and CaSO4 are 36.9,
16.9, and 46.0 cm3/mole, respectively; consequently, a large portion of CaO is
trapped and not consumed. Trapped CaO can be released for further reaction by
reactivation process.

One classic example is the Limestone Injection into the Furnace and Activation
of unreacted Calcium (LIFAC) process developed by Kvaerner Pulping Power
Division in Finland in the 1970s and 1980s. The desulfurization efficiencies were
reported to be 65–85 % at Ca/S ratios of 2–2.5. In the LIFAC process, limestone is
injected into the upper part of furnace near the superheater where it calcines into
CaO:

CaCO3 or 
Ca(OH)2
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Fig. 9.4 A typical furnace sorbent injection process
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CaCO3 ! CaOþ CO2 ð9:6Þ

which then react with SO2 and O2 to form CaSO4

CaOþ 1=2O2 þ SO2 ! CaSO4 ð9:7Þ

The spent sorbent is reactivated using water spray downstream in an activation
reactor, where the temperature is about 400 °C.

CaO þ H2O ! Ca OHð Þ2 ð9:8Þ

The newly formed calcium hydroxide (Ca(OH)2), which is more reactive than
CaO, reacts with more SO2 from the flue gas stream by

Ca OHð Þ2þSO2 ! CaSO3 þ H2O ð9:9Þ

At low temperature the solid product is CaSO3 in the flue gas duct, which is
collected together with fly ash in the downstream particulate control device, an
electrostatic precipitator or a filter baghouse.

Fig. 9.6 Chemical processes
during in-duct sorbent
injection for SO2 removal
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9.3.2 SO2 Capture in Fluidized Bed Combustion

As mentioned above in FBC SO2 sorbent can be mixed with other bed materials for
desulfurization, since the temperature in chamber is low, CaSO4 formed remains a
stable compound. In addition to relatively low-NOx emissions due to low com-
bustion temperature, FBC can also capture H2S, if any, forming CaS, which can be
oxidized to CaSO4, before it is oxidized into SO2.

In addition to Reactions (9.6) and (9.7), direct sulfation may also take place.
Similar to fixed bed combustion, the formation of CaSO4 in FBC also results in the
partially used sorbent, and the reactivation of spent sorbent will give higher effi-
ciency at lower cost of sorbent.

CaCO3 þ 1=2O2 þ SO2 ! CaSO4 þ CO2 ð9:10Þ

This reaction is relatively slow because calcined limestone, CaO, is more
reactive than uncalcined limestone, CaCO3. In reality, the calcareous materials
mined have different purity and chemical compositions, leading to large differences
in SO2 removal efficiencies, even though they are tested at identical conditions.

Desulfurization by injection of sorbent into an atmospheric FBC performs the
best at 800–850 °C, which is more sensitive for BFBC than CFBC. This maximum
temperature was mainly related to the stability of the CaSO4. It becomes unstable at
a temperature above 850 °C, when part of the desulfurization product, CaSO4, react
with CO and/or H2 to produce CaS, CaO or CaCO3, depending on temperature, and
partial pressures of the reactants, via a complex chemistry that involves complicated
step reactions [18, 21], and they are not listed herein.

The comparison among the desulfurization efficiencies in CFBC, BFBC, and
pulverized coal combustion firing with FSI is shown in Fig. 9.7. It can be seen that

Fig. 9.7 SO2 capture in
CFBC, BFBC and PC
furnaces
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among the three, CFBC performs the best in terms of desulfurization efficiency
while pulverized coal combustion is the worst. On the other hand, the solid residues
from BFBC find limited use due to the high lime content whereas PFBC residues
have better properties for concrete or cement, which is the main use of desulfur-
ization solid residues.

9.4 In-combustion NOx Control

Removal of nitrogen oxides during combustion process is much more favorable
than post-combustion by flue gas cleaning. With the recent advances in NOx control
during the combustion stage, conditions in the boiler furnaces are no longer the
same as those in the 1980s. The NOx emissions are dramatically reduced with the
development of advanced combustion techniques, such as FBC, where the com-
bustion temperatures are low.

As introduced in combustion basics, the conversion of nitrogen in the com-
bustion air to nitric oxide is temperature sensitive. As such, the formation of thermal
NO may be reduced by lowering the combustion temperature and by minimizing
the flue gas residence time. The formation rate of thermal NO appears to be
practically low if the combustion temperature is below 1,400 °C, where at the
temperatures above 1,600 °C, the formation of NO is strongly accelerated [22].

A variety of technologies have been developed to lower the combustion tem-
perature. A few examples include, air staging, fuel staging, exhaust gas recircula-
tion (EGR), reducing temperature of preheated combustion air, reducing the flame
temperature by a long flame, and reducing the excess air. However, the efficiencies
of the methods are case-specific, as NOx is not the only concern. NOx reduction is
often a matter of optimization against the falling overall thermal efficiency due to
the lower flame temperature and the increase of combustibles in ash and flue gas. In
general, the NO reduction efficiencies of above-mentioned methods remain lower
than 70 %.

9.4.1 Air Staging

NOx formation may be substantially reduced by rearranging the combustion air
supply, which is referred to as air staging [2, 10, 16]. As illustrated in Fig. 9.8, part
of the air (primary air) is supplied as oxidizer at the root of the flame, where fuel
rich combustion takes place and most of the HCN and NH3 are oxidized to
molecular nitrogen. The remaining air needed for combustion is supplied to the
flame from the flame periphery, where little HCN or NH3 is left to produce nitric
oxide. As a result of this air staging, the peak flame temperatures in burners remain
lower than the conventional burners, and the formation of thermal NO is reduced
too.
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Air staging may also be applied to the entire furnace as shown in Fig. 9.9. The
primary air is supplied at lower rows of burners, where combustion is under fuel
rich condition. The secondary air or the remaining air is supplied at the upper level
of the furnace, in the middle or top of the furnace. Similar principle may also be
applied to grate furnaces and fluidized combustors.

While successful air staging reduces the NOx emission, one has to carefully
monitor the possible unburned air emission compounds, for example, CO, CxHy,
and unburned carbon in ash. They are resulted from the fuel rich combustion in the
primary zone.

The NO reduction by air staging varies from 10 to 50 % [22], depending on the
relative quantity of volatile compounds in the fuels. For fuels with low volatiles, the
fixed chars retain a considerable part of the fuel nitrogen. The nitrogen in char can
form NO that cannot be effectively controlled by air staging. The share of char
nitrogen in the NO emission of air-staged combustion is actually greater than that
from conventional pulverized coal combustion without air staging. For pulverized
coal combustion, the conversion rate of char nitrogen to NO varied from 20 to
80 %, depending primarily on the property of the coal.

Fuel and transport 
air

Primary air

Secondary 
air

         
Primary zone 

     
Secondary zone

Fig. 9.8 Air staging in a burner
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Fig. 9.9 Air staging in a
furnace
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9.4.2 Fuel Staging

Fuel staging is also known as reburning or three-stage combustion; it utilizes fuel to
reduce the formation of nitric oxide. Like the air staging technology, fuel staging
may also be applied either to a low-NOx burner or to the entire furnace [11–13]. The
principles are illustrated in Fig. 9.10. In the low-NOx burner, the same fuel is used
as primary and secondary fuel. The method includes three stages, being primary,
secondary stage, and final combustion.

In the primary combustion zone, the primary fuel such as coal or oil is oxidized
by excess air. Both fuel NO and thermal NO are formed in this zone. Secondary
fuel is usually natural gas and it is injected to the furnace at the secondary stage. It
is typically corresponding to 10–20 % of the energy content of the primary fuel. At
this stage, the NO formed in the primary stage is reduced to molecular nitrogen by
complicated chain reactions initiated by hydrocarbon radicals (CHi), which origi-
nate from the secondary fuel. High temperature (>1,000 °C) is favorable for these
reactions, which may be written as follows.

NOþ CHi ! HCN þ Oþ OH ! HiNCOþ H ! NHi þ NO ! N2 ð9:11Þ

Air is added to the final combustion stage for the completion of fuel combustion.
The nitrogen compounds (e.g., NO, HCN and NH3) are oxidized back to NO and/or
N2. Different from the secondary stage, a low temperature (<1,000 °C) is preferred
during the final combustion stage for the formation of molecular nitrogen. How-
ever, the temperature cannot be too low in order to minimize the formation of
laughing gas (N2O) and to maximize the oxidation of carbon monoxide. In dem-
onstration plants the NO reduction by fuel staging could reach 30–70 % [22], with
some practical problems such as increased unburned components in flue gas and
increased corrosion of the furnace.

Fig. 9.10 Principle of fuel staging (Left low-NOx burner, Right furnace)
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The reduction of NOx formation also depends on the unit size and the integration
of the burners with the furnace. There are three important types of low-NOx burners
that are integrated in pulverized coal combustion processes. They are,

• wall firing,
• tangentially firing
• opposed wall firing

Each of them may be dry bottom firing and wet bottom firing, where the bottom
ash is taken out in solid or liquid form, respectively. The former is preferred for
high ash-content fuels. The well-known cyclone furnace is a special case of wet
bottom firing furnaces [15].

9.4.3 Flue Gas Recirculation

Flue gas recirculation (FGR) is used primarily for combustion of oil or gas fuels [9].
As illustrated in Fig. 9.11, part of the flue gas is redirected to the primary com-
bustion zone. Since the specific heat of the flue gas components, especially, H2O, is
higher than their counterparts in the furnace, FGR results in a lower temperature in
the primary combustion zone and consequent low-NOx formation.

Similar technology is being widely used for engine NOx emission control and it
is called EGR. An EGR system is effective in reduction of NOx formation by lower
combustion temperature. The main challenges are effective control system and other
air pollutants due to lower temperature, such as HC and CO. Details are introduced
in Sect. 9.6.
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Fig. 9.11 Principles of low-NOx formation approaches
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9.4.4 Combined Low-NOx Technologies

Table 9.1 summarizes the comparison of the in-furnace low-NOx technologies.
Each of the methods has its pros and cons. In order to achieve the best NOx

reduction performance, a combination of the low-NOx methods described above can
be employed. A typical combination is illustrated in Fig. 9.11 above.

The actual selection and combination of low-NOx combustion technologies
depends on the fuel and the boiler itself. When combining several in-furnace
measures for coal fired boilers, only 70 % or less of the total NOx reduction can be
achieved. The major reason for the limited NOx reduction is that these in-com-
bustion technologies mainly control the NOx related to the nitrogen compounds
released from the fuel at the early stage of the combustion, or in short, volatile-N.

Not all the fuel nitrogen is released during this stage, and 20–80 % may remain in
the fuel forming char-N, which is converted to NOx in the flue gas. The char-N
content is largely unknown and varies from fuel to fuel and from furnace to furnace.
Current low-NOx methods are capable of controlling almost 100 % of the NOx from
volatile-N. Therefore, additional post-combustion NOx control is necessary to fur-
ther remove the NOx from the flue gas before being discharged into the atmosphere.

9.5 In-combustion Soot Control

Soot formation can be reduced by controlled turbulent mixing, which promotes more
complete combustion [3, 7, 8]. Additives to the fuels such as iron, nickel, manga-
nese, or cobalt act as catalyst, can further improve the oxidation of soot, however,
sometime these additives may also increase the production of soot. Feitelberg et al.
[6] reported that additives of iron and manganese increased the production of soot up
to a factor of 3 under all combustion conditions. They found that these additives did
not affect soot particle collision rate or inception.

Table 9.1 Comparison of in-furnace Low-NOx technologies

Technology Advantage Disadvantage

Low excess air Fuel burnout
decreases

Low-NOx burner (i.e.,
fuel staging in flame)

Always for NOx reduction Minor decrease in
fuel burn-out

Air staging Always for NOx reduction Increased risk for
corrosion, slagging

Fuel staging in furnace Always, especially when the reburn fuel is
the same as the fuel in first stage

High capital cost

Flue gas recirculation Effective for high-temperature oil or gas
fired furnaces

Low efficiency
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9.6 Engine Exhaust Gas Recirculation

The major air emissions from an engine are CO, total hydrogen carbon (HC), NOx,
and soot, which take up only 1 % of the exhaust gas. The rest are CO2, H2O, N2,
and O2. The motivation of engine EGR is to further reduce these trace level
emissions with minimal compensation in power and thermal efficiency.

Similar to FGR approach for stationary combustion processes, engine exhaust
can also be recirculated for the reduction of NOx emission from engines [1, 23].
With more and more stringent limits for NOx emissions, further reductions in NOx

emissions from mobile sources without notable sacrifice to engine power have
become more and more challenging. These challenges have led to recent growing
R&D projects in engine EGR systems. EGR has become one of the essential
techniques for engine emission reduction.

When EGR system is installed the engine intake consists of fresh air and
recirculated exhaust. The percentage EGR can be defined as

rEGR ¼ EGR
Air þ Fuelþ EGR

ð9:12Þ

where EGR, Air and Fuel are the amount, mostly in terms of mass, of EGR, air and
fuel, respectively. They can be measured in mass or volume. By mass up to 30 % of
the engine exhaust can be recirculated whereas the ratio can reach 50 % by volume.

A more practical EGR ratio is based on the CO2 concentration.

rEGR ¼ cCO2;in

cCO2;ex
ð9:13Þ

where cCO2;in is the intake CO2 concentration and cCO2;ex is the exhaust CO2

concentration.
Fresh air contains negligible amount of CO2 compared to that in the engine

exhaust. Since CO2 is primarily a combustion product. The recycled engine exhaust
carries a substantial amount of CO2 that increases with EGR flow rate and engine
loads.

CO, HC, NOx and soot account for less than 1 % of the engine exhaust and their
relative abundance depends on the engine load. The corresponding oxygen level
varies from 5 % at full load to 20 % during idling. Therefore, the effectiveness of
NOx reduction by EGR also depends on engine load.

Diesel engines can operate with a high EGR ratio because the exhaust contains a
high concentration of O2 and low concentrations of CO2 and H2O. In addition, test
results showed that cooled EGR reduces NOx more effectively than hot EGR [20].

Unlike the exhaust from other engines with premixture aiming at certain air-fuel
ratios, the relative amount of gases in a diesel exhaust depends very much on the
diesel engine load. A diesel engine adjusts its fuel injection rate according to the
engine load. As a result, the oxygen concentration in the diesel engine exhaust
varies with the engine load. The oxygen concentration may vary from 5 to 20 %
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when a diesel engine load changes from full load to idling state. And, the CO2

concentration changes with an opposite direction. As a result, the effect in NOx

reduction by EGR depends on the diesel engine load.

9.7 Practice Problems

1. A coal having 4 % of ash content and 1.0 % of sulfur content by weight is
burned by power plant at a rate of 5,000 tons/day. Calculate the amount of
calcium carbonate (CaCO3) needed to capture 90 % of the sulfur dioxide.
Assume molar ratio Ca:S = 2.

2. A power plant burns coal at a rate of 6,000 tons/ day. The coal has 5 % of ash
content and 2 % of sulfur content by weight. Calculate the amount of calcium
oxide (CaO) needed to capture 100 % of the sulphur dioxide. Assume molar
ratio Ca:S = 3.

3. The emission rate of NOx from a truck is 2.5 g/km. Determine the conversion
efficiency of a catalytic converter in order to meet an emission standard of
0.25 g/km.

4. In-combustion NOx control can be achieved by air staging burner, where
combustion is fuel rich in

a. the primary zone
b. the secondary zone
c. both primary and secondary zones
d. neither primary or secondary zone.

5. There are three steps in fuel staging combustion, and the combustion follows the
order of

a. fuel rich, fuel lean, fuel rich
b. fuel lean, fuel rich, fuel lean
c. fuel rich, fuel rich, fuel lean
d. fuel rich, stoichiometric, fuel lean.

6. In an in-combustion SO2 capture by lime stone injected into the furnace, the Ca:
S molar ratio is 2, because

a. 2 mol of Ca is needed in order to react with 1 mol of SO2

b. 2 mol of Ca is needed in order to react with 1 mol of SO3 and 1 mol SO2

c. the sorbent cannot be used effectively
d. more sorbent is needed to continue the reaction along the flue when the gas

exist the furnace.
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7. A practical gasoline engine emission control approach is

a. spray finer gasoline droplets into the cylinder to reduce complete combustion
products

b. engine exhaust recirculation into air intake to reduce HC emissions
c. optimized Stroke-Bore ratio to reduce particulate emissions
d. fuel lean operation when the engine starts.
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Chapter 10
Post-combustion Air Emission Control

10.1 Introduction

While some of the air emissions are greatly reduced by pre- and in- combustion
technologies, there are always various pollutants remain in the flue gas. Their
concentrations have to be further reduced to certain levels to meet local air emission
standards. Air emission control at this stage is referred to as post combustion
control in this book.

Post-combustion technologies include separation from the gas stream based on
the principles introduced in Part I. Sometimes it also involves phase change by
condensation of vapor to liquid followed by liquid-gas separation. Air emissions in
the flue gas or exhaust gas can also be transported from gas phase to liquid or solid
phase by sorption, or converted to less hazardous or benign species by incineration,
or catalytic conversion. Dilution by atmospheric air, which is also called air dis-
persion, is the last step, through which the air pollutants enter the atmosphere. Air
dispersion will be introduced shortly in the coming chapter.

10.2 Control of Particulate Matter Emissions

Cyclone, electrostatic precipitation, and filtration technologies are widely used for
post-combustion particulate matter emission control. Cyclone is primarily
employed as a precleaner or a fuel recycling device in a fluidized bed combustion
system. Electrostatic precipitation and filtration are two most widely commercial-
ized technologies for post-combustion PM emission control. Sometimes, water
spray tower can be used for sticky particulate removal too. Their engineering
designs are introduced as follows.
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Typical ESP has a cut size of 0.5 μm in diameter and airflow velocity ranges
1–1.5 m/s [22]. There has been a vast market of ESPs; however, fabric filters work
best for certain particle due to its independence of particle resistivity. Also the dust
cakes on the filters remove more pollutant gases than ESPs. ESPs are cheaper than
filter and wet scrubber due to low operational cost, but much more expensive than
cyclones. ESPs are not applicable for gaseous pollutants and require well-trained
specialized personnel to operate due to the high voltage (tens of kilovolts) required
for corona discharging.

10.2.1 Electrostatic precipitator Designs

Electrostatic precipitators (ESPs) are widely used for particulate emission control
from combustion of fossil fuels, mainly coal. As introduced in Part I, the basic
principle of ESPs involves the following three steps in particle separation:

• Charging of particles
• Particle movement relative to the gas flow
• Particle deposition on a collection surface.

In an engineering practice, we shall also consider the removal of the deposited
particles, or dust cake, from the collection surface for continuous operation. Dust
cake on the surface of the collection plates can be removed by mechanical vibration
or a knock off hammer. This usually results in re-entrainment of particles.

Alternatively wet removal by water spray can be considered. Wet ESPs have
very high efficiencies because they are operated with a stream of water that con-
tinuously removes the dust from the collector surfaces as slurry to reduce the
particle re-entrainment. Many of them are found near Japanese cities where the
particulate emission standard is the most stringent (10 mg/m3 or lower at STP).
Their footprints are also smaller than regular ESPs for higher gas velocities and the
absence of the rapping devices that are required to remove the particles from cold-
side ESP collector surfaces. Disadvantages of Wet ESPs include reduced gas
temperature, corrosion concerns due to high dust and high sulfur flue gases, and
secondary water pollution to be treated.

ESPs can be installed at cold side or hot side of the flue gas. Most ESPs are
“cold-side” ones located between the air pre-heater and the flue gas desulfurization
(FGD) system, if any, where the temperature is about 120–200 °C. Alternatively,
“hot-side” ESPs are installed at upstream of the air pre-heater, where flue gas
temperature is between 300 and 450 °C. In this area, the particle resistivity is less
sensitive to the composition of the flue gas. The problem of hot-side ESPs is the
significant heat losses. In addition, they are more sensitive to temperature changes
when the furnace or boiler is at partial load.
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When a selective catalytic reduction (SCR, to be introduced shortly) unit is
employed for NOx control at 350–400 °C, it is better to put the ESP upstream of the
SCR, because after the ESPs, fly ash particles are removed and it can improve SCR
catalyst lifetime, and thereby reduce SCR operation and maintenance problems.

Besides the size of particles, other properties of the particles also affect the
particle charging behavior and the consequent performance of ESPs. The actual
process is further complicated by interactions between the particle and the air. The
resistivity of the particles is the main factor that affects the performance of the ESPs
[25]. Figure 10.1 shows the relationship between the resistivity and the precipitation
speed of the particles. For the same device, the greater particle precipitation speed,
the greater particle removal efficiency. Overall, Fig. 10.1 shows that the particle
removal efficiency drops with the increase of particle resistivity [9].

For the effective separation of particles using an ESP, the resistivity of the
particles is preferably in the range 107–1012 Ωm. Particles with too high resistivity
cannot be charged effectively. In addition, a spark from the collection plate to the
discharge electrode may take place due to high intensity of the electric field
building up in the collected dust cake. On the other hand, particles with very low
resistivity may lose their charges rapidly to water in the gas or to other particles.
More importantly, these particles may be easily re-entrained from the collection
electrodes or the collected particle layer because they may rapidly lose their charges
or switch polarity of the charges.

The resistivity of particles depends on

• temperature
• moisture content
• chemical composition.

The resistivity of the particles first increases with the temperature and then drops.
Depending on the chemical composition of the fly ash particles considered, the
maximum resistivity is sustained between 140 and 170 °C.
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 Fig. 10.1 Typical effect of
resistivity of fly ash particles
on the electric drift velocity
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Particle resistivity is also affected by the moisture content in the gas, especially
at temperatures below 200 °C. The moisture content may lower the particle resis-
tivity by several orders of magnitude. This can be explained that water molecules
are very active in removing electric charge from the particles in addition to the
formation of sulfuric acid in the gas.

Sulfur content in the coal also affects the resistivity of the coal-based fly ash. For
low sulfur coal, the resistivity of the corresponding fly ash particles is likely to be
too high (>1012 ohm-m). As a result lower fuel sulfur is likely lead to charging and
more serious spark problems. Therefore, switching from high sulfur coal to low
sulfur coal could result in unexpected lose in ESP performance. For high sulfur
coal, part of the fuel sulfur is oxidized to SO2 and then to SO3. With the presence of
water vapor in the flue gas, sulfuric acid is produced and water condensates on the
surface of the fly ash particles. This reduces the resistivity and increases the
coagulation of the fly ash particles. Typically, switching from a 1 %-wt sulfur coal
to a 0.6 %-wt sulfur coal will require a 20 % larger ESP collection area in order to
compromise the loss of performance [9].

In addition to sulfur content, many other chemical compounds in the coal used as
fuel also affect the resistivity of the fly ash particles. Iron (Fe2O3), sodium (Na2O),
and water can decrease the resistivity and hence are favorable to ESPs, whereas
calcium (CaO), magnesium (MgO), silicon (SiO2) and aluminum (Al2O3) increase
the resistivity of the particles, thus worsening the performance of ESPs.

Industrial field evaluations have shown that industrial ESPs are effectively for
only large particles, and they have limited capability in capturing fine particles. It is
mainly because of the low precipitation speed of these small particles. These fine
particles have to be captured by filtration in order to meet more and more stringent
fine particulate matter emission standards.

10.2.2 Filtration System Designs

10.2.2.1 Filter Media

In the engineering designs of industrial air filtration systems, one first needs to
consider the materials of filter media according to the gas properties. Typical filter
media include, but are not limited to, bag filters made of fabric fiber materials,
textile, plastics, and ceramics. Rigid barrier filters are made of metal or sintered
ceramic, powder or fibers; Granular filters based on layers of granular solids are
widely employed in liquid-solid separation for water treatment [28], and they can
also be used for air purification.

The selection of the media is determined by many factors such as the operation
temperature, property of the particles, and availability of the media. Fabric filters
are widely used for environment where temperatures are relatively low. Cotton may
be used for the temperatures below 80 °C while Teflon and glass fiber work for up
to 260 °C. For applications up to 450 °C stainless steel can be used under

280 10 Post-combustion Air Emission Control



unfriendly corrosive environment. At higher temperatures, ceramic materials are the
best choice.

10.2.2.2 Bag-house Filters

Typical filtration systems offer collection efficiencies greater than 99 % over a large
size range. The advantage of the filtration over ESP is its independence on the
electric resistivity of the particles. This characteristic makes filter very competitive
for particles with high-resistivity. A disadvantage of a filter compared with an ESP
is the larger pressure drop and the allowable gas speed. Typically the face speed
through a filter is in the range of 0.5–5 cm/s. Otherwise, filter flooding will occur
and result in low filtration efficiency.

In order to handle a high airflow rate while maintaining the low face speed, a
high filter surface area is necessary. In industry, hundreds of cylindrical or tubular
filter bags of fabric materials are confined in a “bag-house” to create a high surface
area to allow certain amount of air flow to pass through the filters at an acceptable
low face speed.

Figure 10.2 shows two typical operation modes of bag-house filters. For an
inside-out filtration system, the gas passes through the filters from the inside and
exit from the outside of the filter bags. This “blows up” the bag filters to their
maximum volume and produces the dust cake on the inside of the bags. Outside–in

Fig. 10.2 Bag-house filter systems based on outside–in (left) and inside–out (right) operation
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operation allows the gas to enter the filters from the outside surface where the dust
cake builds up. In this case a wire or perforated support structure is needed inside
the filter bags to prevent the filters from being distorted.

Selection of the mode of operation of a filter bag-house depends mainly on the
mechanical properties of the filter medium and the method that is used to remove
the dust cakes on the filters before the critical pressure drop is reached.

10.2.2.3 Dust Cake

For either operation mode, captured particles are retained on the filter surface,
gradually forming the so-called “dust cake” as illustrated in Fig. 10.3. Generally,
this filter cake is equally important to the actual filtration process as the media filter.
This dust cake will increase the filter efficiency, but even more for the pressure
drop. Both the pressure drop and the filtration efficiency are at the lowest for a clean
filter. A pre-coat and pre-heat procedure is often used to prevent filter medium from
acid condensation and from becoming “blinded” by the finest particles present in
the process gas.

Dust cake and the filter are both porous media, and their corresponding pressure
drops can be estimated using the Darcy’s law, named after Henry Darcy, a French
engineer. According to the Darcy’s law, the face speed is related to the permeability
of the porous media by

U0 ¼ Q
A
¼ DP

l
k
Dx

ð10:1Þ
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Fig. 10.3 Dust cake buildup model
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where k is the permeability (m2), and it is often determined experimentally, DP is
the pressure drop across a porous media (a positive number), l is the air viscosity,
and Dx is the thickness of the porous media.

Consider a filter with a dust layer on the surface as shown in Fig. 10.3. The
pressure at the surface of the dust cake, between the cake and the filter, and after the
cake is P1, P2 and P3, respectively. Applying Eq. (10.1) to the filter media leads to

U0 ¼ P2 � P3

l
k
Dx

� �
f
: ð10:2Þ

Similarly, applying Eq. (10.1) to the dust cake leads to

U0 ¼ P1 � P2

l
k
Dx

� �
ck
: ð10:3Þ

For the entire filter with cake, Eqs. (10.2) and (10.3) together give the total
pressure drop

DP ¼ P1 � P3 ¼ lU0
Dx
k

� �
ck
þ Dx

k

� �
f

" #
: ð10:4Þ

Example 10.1: Dust Cake
A set of bag-house surface filters have an active area of 60 m2. The pressure drop
through a freshly cleaned bag-house is 125 Pa and the bag-house is expected to be
cleaned to remove dust cake when the pressure drop reaches 500 Pa in 1 h. The gas
being cleaned has a flow rate of 300 m3/min with a particle loading of 10 g/m3. If
the average mass filtration efficiency is 99 %, and the dust cake has a solidity of 0.5.
Assume the real dust material is 2,000 kg/m3. Estimate

a. the thickness of the cake when the filter is ready for cleaning
b. the permeability of the dust cake when it is due to be removed.

Solution
The mass of dust collected on the surface of the working filters in 1 h is

m ¼ cQtg ¼ 0:01
kg
m3 �

300 m3

min
� 60 min� 0:99 ¼ 178:2 kg

(a) The thickness of the cake collected in 1 h is

Dxck ¼ m
qckAa

¼ 178:2 kg

2000 kgm3 � 60 m2 � 0:5
¼ 0:003 m or 3 mm

10.2 Control of Particulate Matter Emissions 283



When the dust cake is to be removed, the pressure drop cross the dust cake is

DPð Þck¼ P1 � P2 ¼ DP� DPð Þf¼ 500� 125 ¼ 375Pa

The face speed of the gas flow is

U0 ¼ Q
A
¼ 300 m3=minð Þ � 1 min=60 sð Þ

60 m2 ¼ 0:083 m=s

(b) The dust cake permeability can be derived from Eq. (10.3)

kck ¼ lU0 Dxð Þck
P1 � P2

¼ 1:81� 10�5 Pa:s � 0:0083 m=s� 0:003 m
375 Pa

¼ 1:19� 10�12 m2

This value is close to that of permeable sandstone.

Dust Cake Removal
There are mainly three types of fabric filter bag-house cleaning methods:

(1) reverse air cleaning,
(2) pulse-jet cleaning, and
(3) shake/deflate systems.

Their respective principles are shown in Fig. 10.4.
During a bag-house cleaning using reverse-gas and shake/deflate methods, the

air emission stream must be temporarily interrupted or bypassed, for example, using
an offline operation. The pulse-jet method operates on-line on a few bags while the
rest of the bags continue working without being interrupted. Reverse gas systems
use cleaned gas from another filter unit to remove the dust cake from the filter.
Shake/deflate systems employ both a mechanical shaking force and reverse air to
remove dust cakes.

The filter face speed or air to cloth ratio depends on the cleaning methods to be
employed. It is about 1, 1.5–2, and 3–4 cm/s for reverse air systems, pulse-jet
systems, and shake/deflate systems, respectively, at a comparable pressure drop.
The corresponding dust cake loads also vary from 1 to 2.5 kg/m2 for shake/deflate
systems, 2.5–7.5 kg/m2 for reverse air systems, and 5–10 kg/m2 for pulse-jet filters.
A typical filter bag has a length of 5–10 m, and a diameter of 0.2–0.3 m, where
corresponding surface area is 3–10 m2 per bag. Pulse-jet units operate with
somewhat smaller bags.
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10.2.3 Wet Scrubbing

Wet scrubbers can be applied to control the emissions of both gaseous pollutants
and particulate matter. They remove air pollutants by inertial of diffusional
impaction, reaction with a sorbent or reagent slurry, or absorption into a liquid
solvent. These types of scrubbers can be used for the control of hazardous air
pollutants (HAP), inorganic fumes, vapors, and gases (e.g., chromic acid, hydrogen
sulfide, ammonia, chlorides, fluorides, and SO2). They may also occasionally be
used to control volatile organic compounds (VOC).

Wet scrubbers are comparable to but not as effective as filters or ESPs for the
removal of sub-micron particles. However, wet scrubbers were noticeable when
certain gaseous components are to be removed simultaneously, or the particles are
too sticky or corrosive to be accepted by other alternatives.
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Fig. 10.4 Three bag-house cleaning methods: reverse-air (top), pulse-jet (bottom left) and shake/
deflate (bottom right)
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In Sect. 5.2, we only analyzed counter flow packed bed scrubber. There are
actually many other types of wet scrubbers in engineering practice. Despite of their
differences in configuration, the ultimate objective is to maximize the gas-liquid
contact surface area. The larger the contact area, the greater mass transfer speed,
and the faster air cleaning process is.

In choosing a wet scrubber, we have to consider the fabrication costs, operating
costs, and environmental impact. The capital cost of a wet scrubber is lower than
that of a bag-house filter or an ESP but higher than a cyclone. Operation and
maintenance costs, however, are much higher due to consumption of liquid,
accessories required to handle high pressure drops and slurries, and problems
related to corrosion, abrasion, solids buildup, failure of rotating parts and restart
problems after a shutdown. Most importantly, wet scrubber transforms an air pol-
lution problem to a water treatment problem.

Schematic diagrams of typical wet scrubbers are shown in Fig. 10.5. Typical wet
scrubber designs include

• Bubble column
• Packed bed scrubber
• Spray tower
• Venturi scrubber.

A bubble column is an apparatus used for gas–liquid absorption. Liquid is stored
in a vertical column. Gas is introduced from the bottom of the column and dis-
tributed through a bubble generator, called a sparger. Large bubbles can be gen-
erated by passing through the holes in the sparger; millimeter range or micron-sized
bubbles can be generated by porous media. Gas-liquid mixing can be done by
buoyancy, or it can be mechanically mixed by stirring. The liquid can be static or
parallel flow or counter-current with respect to the gas phase.

A bubble column is useful in reactions where the gas-liquid reaction is slow in
relation to the absorption rate. It is useful for small quantity of gas. However, when
the gas flow rate is high, it would require extreme power to pass this large volume
of gas through a liquid tower. And, the dust accumulation may plug the column too.
Therefore, other types of wet scrubbers should be considered for large volume of air
cleaning.

In a spray tower, liquid (water) droplets are sufficiently large to overcome the
upward gas speed. The droplet sizes are controlled to optimize particle contact and
to provide easy droplet separation. The liquid to gas ratio is much smaller than that
of a bubble column.

One special type of spray tower is called cyclonic spray tower. The body of a
cyclonic spray tower is just like a cyclone. When air or gas enters the cyclone, the
centrifugal forces are created by either a tangential inlet or vane-induced inlet.
The liquid sprays are aligned in the center of the tower. Centrifugal forces increase
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the forces of collision and relative velocity of the droplets with respect to gas
stream. A well designed cyclonic spray tower greatly increases the collection of
particles smaller than 10 μm when compared to simple countercurrent spray towers.

In a venturi scrubber gas meets the liquid at the throat. Atomized water droplets
are added at throat as sprays or jets. Gas first accelerates and then deaccelerates
before and after the throat. As a result, the gas pressure drop is expected to be high
due to the converging and diverging flow pattern. The mixture of gas and liquid
droplets has to be separated again using a downstream unit. It can be a cyclonic
collector or a filter to separate water droplets from air stream.

Fig. 10.5 Schematic diagram of typical wet scrubbers
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Table 10.1 shows the comparison of size collection efficiencies of various wet
scrubbers for particulate separation. Obviously a gravity spray tower has the lowest
pressure drop as well as the largest minimum collectable particle diameter of 10 μm.
Among them, a venturi scrubber seems to be the most effective and it also has the
highest pressure drop.

10.3 Flue Gas Desulfurization

FGD, one major post-combustion SOx control technology, has been developed for
three temperature ranges, low (<200 °C), medium (200–400 °C) and high
(>600 °C). The former two are usually in duct and the last one right after the
furnace. FGD can also be classified into wet, dry, and semi-dry processes,
depending on the presence of water in the sorbent and the flue gas.

Data on worldwide FGD applications show that wet limestone FGD have been
predominantly selected over other FGD technologies. Wet FGD is a well-established
technology with high sorbent conversion rate and high desulfurization efficiency.
The main challenges facing the wet FGD system are the high capital costs and
extensive post processing of liquid FGD byproducts. As a promising alternative to
wet FGD, dry or semi-dry FGD at medium temperatures have been developed for
potential cost and energy savings and relative ease of operation compared to wet
FGD. At a medium temperature, the reaction rate of Ca(OH)2 with SO2 should be
very fast, allowing higher conversions because the sinterization of the sorbents can
be avoided and a better contact between the solid and the flue gas can be reached.

10.3.1 Wet FGD

In a wet FGD process, a solution of lime (Ca(OH)2) with a high content of calcium
and magnesium are sprayed into an absorption tower to capture the SOx in the flue
gas. CaO is produced by calcining the CaCO3 at temperatures above 800 °C with
the release of CO2.

Table 10.1 Particle size collection efficiencies of various wet scrubbers

Type of scrubber Pressure drop in Pa Minimum collectable particle diameter in μm

Gravity spray tower 125–375 10

Cyclonic spray tower 500–25,00 2–6

Packed bed scrubbers 500–4,000 1–5

Venturi scrubber 2,500–18,000 0.5–1

A minimum particle size collected with approximately 85 % efficiency

Source http://www.epa.gov/ttn/caaa/t1/reports/Sect.5-4.pdf
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CaCO3 ! CO2 þ CaO ð10:5Þ

The simplified reactions for desulfurization are

Ca OHð Þ2þSO2 ! CaSO3 þ H2O ð10:6Þ

The liquid after reaction is collected at the bottom of the scrubber and is partially
recycled. The rest of the used solution stream is fed to the thickener to convert
calcium sulfite to calcium sulfate by oxidation.

CaSO3 þ 2H2Oþ 1=2O2 ! CaSO4 þ 2H2O ! CaSO4 � 2H2O ð10:7Þ

Limestone/lime FGD is sensitive to acidic or alkaline components in the flue gas.
Acidic components reduce the pH value and change the equilibrium for SO2

absorption (Eq. (10.6)). Therefore, a pre-scrubber is useful to remove the acidic
components, fly ash, and mercury from the flue gas. It also improves the quality of
the gypsum. Alternatively, organic buffers can be applied to maintain a constant pH
of the solution. This also lowers the capital cost by lowering the absorber size and
pumping accessories.

10.3.1.1 Other Chemical Sorbents

There are other sorbents that can also react with SO2 in the flue gas. For example,
Mg(OH)2 (magnesium hydroxide) can react with SO2 and produce MgSO3 (mag-
nesium sulfite):

Mg OHð Þ2 þ SO2 ! MgSO3 þ H2O ð10:8Þ

Similarly, caustic (NaOH) can react with SO2 producing sodium sulfite

2NaOH þ SO2 ! Na2SO3 þ H2O ð10:9Þ

Seawater is a natural alkaline to absorb SO2. When SO2 is absorbed into the
seawater, it reacts with oxygen and water to form sulfate ions SO4− and free H+.
And surplus of H+ is offset by the carbonates in seawater pushing the carbonate
equilibrium to release CO2 gas:

SO2 þ H2O þ 1=2O2 ! SO2�
4 þ 2Hþ ð10:10Þ

HCO�
3 þ Hþ ! H2O þ CO2 ð10:11Þ
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Aqueous ammonia can also be an effective SO2 absorbent. The corresponding
overall reactions can be described using Eqs. (10.12) and (10.13) that follow.

SO2 þ 2NH3 þ H2O ! NH3ð Þ2SO3 ð10:12Þ

And the product of (NH3)2SO3 can further react with SO2 to produce ammonium
hydrogen sulfite

SO2 þ NH3ð Þ2þ H2O ! 2NH4HSO3 ð10:13Þ

The resultant products are usually used as fertilizer feedstock.
The most important FGD processes as listed by IEA Coal Research are given in

Table 10.2.
The Walther process is based on scrubbing with ammonia water where the

product is mainly (NH4)2SO4. However, the sulfur content in the fuel has to be
below 2 %-wt in order to minimize the risk of formation of ammonium sulfate
aerosols.

10.3.1.2 Renewable Sorbents

Over 80 % of the power utilities with sulfur emission control use a non-regenerable
sorbent based on calcium to remove the sulfur from the flue gas. However, in most
FGD processes, the sorbent is not completely used due to the nature of shell
formation surrounding the core lime [35]. It is a waste of resources to throw away
the “used” sorbents. In addition, this throwaway sorbent creates also extra cost for
landfill. Therefore, regeneration of “used” sorbent has been developed accordingly.
Important commercial FGD processes with regenerable sorbents are listed by IEA
Coal Research and summarized in Table 10.3.

Table 10.2 The most important FGD systems with non-regenerable sorbents

Process Sorbent By-product

Wet scrubbers Lime/Limestone Gypsum, calcium sulfate/sulfite

Lime/Fly ash Calcium sulfate/sulfite/fly ash

Spray-dry scrubbers Lime Calcium sulfate/sulfite

Dual-alkali Primary: sodium hydroxide Calcium sulfate/sulfite

Secondary: lime

Seawater Primary: seawater Waste seawater

Secondary: lime

Walther Ammonia Ammonia sulfate

Source http://www.iea-coal.org.uk/
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Wellman-Lord process [23] is the most widely used wet renewable sorbent FGD
process. Sodium carbonate, Na2CO3 is the actual sorbent and NaHSO3 is the
product of reaction.

Na2CO3 þ SO2 þ H2O ! 2NaHSO3 ð10:14Þ

The sulfur is released again as SO2, which is extracted as a mixture of
approximately 85 % SO2 and 15 % water. The mixture can be further processed to
sulfuric acid.

NaHSO3 ! Na2SO3 þ SO2 þ H2O ð10:15Þ

SO2 þ 1=2O2 þ H2O ! H2SO4 ð10:16Þ

Some sodium sulfite/sulfate is formed as a by-product; make-up soda or trona is
needed to balance this loss. Make-up Na2CO3 (soda) or Na2CO3 · NaHCO3 (trona)
is necessary to compensate the loss of sodium from the system with the CaSO3/
CaSO4 product. Therefore, an actual process includes a more concentrated sodium-
based liquid with limestone/lime scrubbers, combined with precipitation and
regeneration in separate devices.

10.3.2 Steam Reactivation of Calcium Based Sorbents

Since the molar volume of CaSO3 or CaSO4 is higher than molar volume of CaO or
Ca(OH)2, the volume of sulfation products shall be greater than the volume of
sorbent consumed. This result in a progressive pore blockage that gradually elim-
inates the access of SO2 to the active CaO surface. Due to this pore eliminating
phenomena, only a fraction of the CaO is utilized in sulfation. The low conversion
rate of sorbent results in not only a waste of resource and low efficiency in FGD, but
also increased particulate contaminants in the gas stream and consequently the
increased burden for the particulate separation units and sludge treatment.

Table 10.3 The most important FGD systems with regenerable sorbents

Process Sorbent/principle End/by—product

Wellman—Lord Sodium sulfite (Na2SO3) Concentrated SO2

Bergbau Forschung/Uhde Activated carbon Concentrated SO2

Linde SOLINOX Physical absorption (amine) Concentrated SO2

Spray-dry scrubbing Sodium carbonate (Na2CO3) Elemental sulfur

MgO process Magnesium oxide (MgO) Concentrated SO2
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To increase the conversion rate of the spent sorbent, steam reactivation tech-
nology was first proposed by Shearer et al. [26]. Steam reactivation appeared more
economical and promising as compared with the other technologies that use
additive or catalyst.

There are two main mechanisms of steam reactivation of spent Ca-based sorbent.
One mechanism is the water penetration theory, according to which during a steam
reactivation process, water penetrates the sulfation product layer and reacts with the
unconverted CaO trapped inside the sorbent and produced Ca(OH)2. The mole
volume of Ca(OH)2 is greater than CaO, the fresh Ca(OH)2 produced inside
expands and increases the specific surface and specific volume of the spent sorbent.
When reactivated sorbent is used for the second sulfation at higher temperatures, Ca
(OH)2 decomposes and results in fresh pores. These fresh pores make more SO2

accessible to the internal CaO. This theory indicates that the existence of uncon-
verted CaO inside the spent sorbent is required for a successful steam reactivation.

However, Couturier et al. [10] studied steam reactivation for spent sorbent with
particle sizes smaller than 1 mm in diameter. Without trapped CaO, the conversion
rate of the spent sorbent was still increased by reactivation from 45 to 80 % or
higher. They proposed that there were unconverted CaO between the produced
sulfate crystals, and the CaO was converted into Ca(OH)2 through the reactivation
process, resulted in volume expansion. This volume expansion produced not only
fresh pores but also the fresh surfaces due to the breakdown of the sorbent particles.

Wang et al. [35] reported the mechanism of steam reactivation of spent Ca-based
sorbent at 200–800 °C using multiple techniques, including mercury porosimeter,
X-ray diffraction (XRD), scanning electron microscopy (SEM), and weight change
analysis. Compared to the conversion rates of 10 and 12 % after first sulfation and
direct second sulfation reaction, the conversion rate with sorbent regeneration
reached a high range of 20–45 %. Regeneration temperature played a more
important role than the retention time for regeneration. For example, the conversion
rate reached the highest value of 45 % at 200 °C, and then decreased to about 30 %
at 300 °C. There was no big difference between 400–800 °C with a conversion rate
between 20 and 25 %.

Being reactivated at 200 °C, the sorbent particles broke down obviously and the
reactivated sorbent was almost entirely Ca(OH)2. While at 300–500 °C, reactivated
particles did not change much in size, and both CaO and Ca(OH)2 exist in the
reactivated sorbent. At 600–800 °C, negligible Ca(OH)2 was observed in the
reactivated sorbent, but mainly in the form of CaO.

The overall mechanisms of the steam reactivation are summarized in Fig. 10.6.
Because the molar volume of Ca(OH)2 is greater than that of CaO, the produced Ca
(OH)2 also resulted in the volume expansion of the sorbent particles. Depending on
the quantity of produced Ca(OH)2, the volume expansion results in:

(1) break-down of the particles or pore size increase
(2) penetration of part of the Ca(OH)2 through the surface of the particles, or
(3) the lumps on the surfaces of the particles.
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Breakdown of the particles and the production of Ca(OH)2 lead to increased rate
of conversion. The migration of CaO from inside outward is the main mechanism of
steam reactivation at the temperatures over 300 °C.

At reactivation temperature of 200 °C, the water vapor molecules diffused into
the sorbent through the product layer, and then contacted with trapped CaO and
reacted with CaO to produce fresh Ca(OH)2. Since the molar volume of Ca(OH)2 is
95.9 % larger than that of CaO, this expansion of the volume resulted in the break-
down of the sorbent particles, producing smaller loose porous particles with more
reactive surfaces. As the particle size becomes smaller, the specific volume and the
specific surface increase. All these changes are favorable for the diffusion of SO2

into the sorbent particles, and consequently increased the chance of the chemical
reactions between SO2 and CaO. The change in chemical composition was the
conversion of CaO into Ca(OH)2. The reactivity between Ca(OH)2 and SO2 is
greater than CaO and SO2.

Sulfation process decomposed Ca(OH)2 to CaO at the temperature of 600 °C,
which is higher than the decomposition temperature of Ca(OH)2. This change
resulted in unstable interval products such as CaO*. CaO* could react with SO2 and
produce CaSO4 or CaSO3, and some of the CaO* could be converted into stable
CaO.

At 300 °C or higher, water vapor molecules also penetrated the surface and
reached inside the sorbent particles. The CaO reacted with water and produced
Ca(OH)2. Different reactivation temperature resulted in different conversion rate of
CaO to Ca(OH)2, and the amount of produced Ca(OH)2 decreased with the steam-
reactivation temperature, however, no particle breakdown observed during the
steam-reactivations at 300 °C or higher. The porosimeter results showed that both
the specific volume and the specific surface of the sorbent decreased, while the

Fig. 10.6 Mechanisms of
steam reactivation of spent
sorbent
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reactivity of the sorbent increased. This indicates that the performance of a steam-
reactivation process cannot be evaluated solely based on the pore structure. The
XRD and SEM analyses showed that the migration of CaO from inside outward
played a critical role in reactivation of the spent sorbent.

10.3.3 Dry FGD

Dry sorbent, typically lime powder, can be injected into the flue gas duct where the
gas temperatures are about 150–400 °C. In a power plant it is located before the
emission stack, and likely to be located between the air pre-heater and the partic-
ulate control devices.

Dry FGD can also be an add-one device that is referred to as a dry scrubber; it
does not use water or any liquid solvent. The scrubber is usually filled with caustic
granulates or pellets to create chemical reactions that remove the SOx emission
compounds. A dry scrubber can be placed before an exhaust gas economizer (EGE)
or used in conjunction with SCR units, which typically require exhaust gas tem-
peratures above 350 °C to reduce both SOx and NOx emissions.

Using caustic lime as an example, in a dry scrubber, the caustic lime (Ca(OH)2)
reacts with sulfur dioxide (SO2) to form calcium sulfite, which is then oxidized to
form calcium sulfate dehydrate or gypsum:

SO2 þ Ca OHð Þ2! CaSO3 þ H2O ð10:17Þ

CaSO3 þ 1=2O2 ! CaSO4 ð10:18Þ

The oxygen is usually supplied from the air to reduce the operating cost. The
final product is likely to be gypsum (CaSO4 • 2H2O) and there is no CO2.

The desulfurization product includes not only CaSO4 particles but also unused
lime powder. They are then removed from the flue gas by the particulate air
cleaning devices downstream. This approach is relatively cheap and can easily be
added on to the older facilities without proper sulfur control.

10.3.4 Semi-Dry FGD

Since solid-gas reaction is slow and lime is not reactive enough, additional
humidification is needed in order to improve the desulfurization efficiency and the
effectiveness of sorbent usage. This approach is referred to as semi-dry FGD, where
a calcium-based sorbent is sprayed into the flue gas duct as a water slurry. The lime
in the spray will be converted to calcium hydroxide, and it is more reactive to SO2

than CaO
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CaOþ H2O ! Ca OHð Þ2 ð10:19Þ

Consequently, the desulfurization reaction becomes

Ca OHð Þ2þSO2 ! CaSO3 þ H2O ð10:20Þ

The reaction would be even faster before complete water evaporation due to the
ions in liquid phase.

A potential problem associated with the semi-dry FGD is the corrosion of duct
under humidified environment. Typically these systems are operated with a Ca/S
ratio near 2, with typical SO2 concentrations of a few 1000 ppmv from coal
combustion.

Another important parameter is the approach temperature, which is defined as
how far the gas temperature is above the saturation temperature for the water in the
gas. The lower the approach temperature, the longer it takes for water to be
vaporized completely, and consequently, a higher sulfur uptake by the sorbent.

10.4 NOx Reduction Using SCR and SNCR

NOx control from the flue gas can be completed by dry and wet approaches too. Dry
approaches include (SCR), selective noncatalytic reduction (SNCR), and adsorp-
tion, whereas wet approaches are, similar to wet FGD, by wet scrubbers. This
section focuses on dry approach of SCR/SNCR.

10.4.1 Selective Catalytic Reduction

SCR is one of the most successful technologies for NOx removal from flue gases
[7, 24, 34]. Typical catalysts include V2O5 or WO3 on a TiO2 support. SCR
operates at temperatures of 350–400 °C. For a power plant the location is right
before the air pre-heater, where ammonia is injected into the furnace and reacts with
NO to form water and nitrogen as products:

NH3 þ NO ! N2 þ H2O ð10:21Þ

Typical NOx reduction efficiency is in the range of 90–95 % when SCR is
operated at an ammonia injection molar ratio of NH3/NO of about 0.8. The NH3

concentration after removal is below 5 ppm. It was reported that commercial SCR
units reduce NOx emissions by 40–70 %, depending on upstream NOx concentra-
tions and the local allowable NOx emissions [32].
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Meanwhile, the SCR catalyst also catalyze the oxidation of SO2 to SO3, which
may cause corrosion problems downstream at lower temperatures where water is
condensed and sulfuric acid is formed.

Like many catalytic reactions, catalyst degradation is a big concern here as well.
Ammonium sulfate can also be formed in the SCR unit which causes corrosive
deposits. Therefore, SCR is not recommended for coal-fired plants when the sulfur
content in the fuel is above 0.75 %-wt.

The SCR degradation is also caused by catalyst poisoning by As and other trace
elements, loss of active catalyst by evaporation, in addition to the corrosion and
erosion and the buildup of solid deposits in the catalyst structure. In order to
minimize the particle deposition in SCR, the flue gas is preferably passed down-
ward through a series of 2–4 layers of catalyst beds in the SCR unit. This allows the
fly ash particles to settle down by gravitational settling.

There is typical a loss of 10–20 % of the initial efficiency within 1–1.5 years of
operation. Therefore, a minimum catalyst life of 2 years is currently considered
acceptable. This frequently replacement leads to a major economic challenge to
SCR because typically SCR catalysts take 30–40 % of the cost of the entire SRC
system.

10.4.2 SNCR

Like many air pollution control technologies, there is always a balance between the
economic costs and the effectiveness. Similarly selective non-catalytic NO reduc-
tion (SNCR) process offers less efficiency but often also less cost for NOx reduction.
In a SNCR process, also referred as the Thermal De-NOx process, ammonia is
added to the flue gas where the temperature is about 900 °C. At this temperature,
nitric oxide is converted to molecular nitrogen where water is a by-product. The
step reactions can be described as follows [2, 3].

NH3 þ OH ! NH2 þ H2O ð10:22Þ

NH2 þ NO ! NNHþ OH ! N2 þ H2O ð10:23Þ

NH2 þ NO ! N2 þ Hþ OH ð10:24Þ

The presence of O and OH radicals in the flue gas is necessary for ammonia to
decompose to amino radicals (NHi), which reacts with nitric oxide to produce N2

and water.
SNCR is only practical within a narrow temperature range from 850 to 1000 °C

thus making it very temperature sensitive. The optimum temperature for the SNCR
process is 950 °C. At a higher temperature, NH3 starts to react to nitric oxide, while
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at lower temperature, the NH3 decomposes slowly and results in significant waste of
NH3. This problem can be solved by additives, such as, hydrogen peroxide (H2O2)
and hydrocarbons (CxHy), which can shift the optimum temperature by about
200 °C.

The optimal temperature also drops with the decrease of NO concentration and
the increase of residence time or the CO concentration. At firing of pulverized coal,
the NO reduction efficiency usually falls to 40–80 %. Another potential problem of
the SNCR is the increase of N2O and CO emissions. Instead of ammonia, other
compounds may be used as reduction chemicals, such as, urea or cyanuric acid.

10.4.3 Reagents

Both ammonia and urea have been successfully employed as reagents for SCR and
SNCR. Ammonia is generally less expensive than urea. However, the choice of
reagent is based on not only cost but physical properties and operational consid-
erations. A popular replacement of ammonia is urea, which can produce ammonia
by heating.

NH2CONH2 þ 1þ xð ÞH2O ! NH4COONH2 þ xH2O ! 2NH3 þ CO2 þ xH2O

ð10:25Þ

The reaction occurs in two steps and overall it is endothermic. The first reaction
involves the production of ammonium carbamate from the combination of urea and
water. Ammonium carbamate then breaks down in the hot flue gas to produce
ammonia and carbon dioxide.

Urea is a nontoxic, less volatile liquid that can be stored and handled more safely
than ammonia. Urea solution droplets can penetrate farther into the flue gas when
injected into the boiler. This enhances mixing with the flue gas, which is chal-
lenging for large boilers. Because of these advantages, urea is more commonly used
than ammonia in large boiler applications of SNCR systems. Use of the urea,
however, usually results in higher emissions of N2O than when using ammonia.
Furthermore, SNCR does not remove NO2, while SCR does.

10.5 Simultaneous Removal of SOx and NOx

Several technologies have been developed to remove NOx and SO2 simultaneously
for the sake of low cost and small footprint. They include electron beam flue gas
treatment [3] and activated carbon-based adsorption [36]. Dry adsorption on acti-
vated carbon can be completed at a temperature as high as 220 °C. Principles of
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absorption/adsorption methods have been introduced in Part 1. SOx/NOx removal
by electron beam radiation is briefly introduced by [13]. SO2/NOX can also be
captured by copper oxide spray mixed with ammonia. SO2 is first captured CuO at
400 °C.

CuO þ SO2 þ 1=2O2 ! CuSO4 ð10:26Þ

CuO þ SO2 ! CuSO3 ð10:27Þ

CuO þ SO3 ! CuSO4 ð10:28Þ

Meanwhile, NO is reduced by ammonia to nitrogen, for which copper oxide is a
very good catalyst.

4NO þ 4NH3 þ O2 ! 4N2 þ 6H2O ð10:29Þ

2NOþ 2NH3 þ O2 þ H2 ! 2N2 þ 4H2O ð10:30Þ

The copper sulfate (CuSO4) product is transported to the two-stage heater/
regenerator section where it is reduced to Cu at 500° C. SO2 is released and it also
can be used for sulfuric acid production.

More recently, researchers are trying to use wet scrubbers to absorb both SO2 and
NOx simultaneously, in this approach, the caustic solution contains strong oxidizers
[39] and the oxidants include Fe(II)-EDTA and H2O2, penta- and hex-amminecobalt
(II) chloride [37, 38]. Penta- and hexa-amminecobalt(II) chloride seemed to be
superior over other two oxidants, but they are not stable and cannot be stored for
long time. More importantly, waste disposal is a major challenge when cobalt is
mixed with fly ash in the sludge and dissolved in the liquid solvent.

10.6 Control of Volatile Organic Compounds

The properties of the VOCs determine the suitable methods to capture or to oxidize
the VOCs in a gas stream. The most important parameter is the flammability limits,
also referred to as flammable limits of the VOCs/Air mixture. The lower flammable
limit (LFL) describes the mixture with the smallest fraction of combustible gas. The
upper flammable limit (UFL) defines the richest flammable mixture. These limits
define whether the air-VOCs mixture may ignite or not [5]. When the mixture
exceeds 25 % of the LFL, there is a high chance of ignition and it has to be handled
with caution. The values of LFL and UFL for several VOCs and other gaseous
organic compounds are available in literature [18]. For gas mixtures with VOC
contents below LFL, the most important options are VOC combustion, condensa-
tion, and carbon absorption. When the concentration of VOC is above the UFL the
gas can be oxidized in flares or boilers with air or steam.
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10.6.1 Volatile Organic Compounds Adsorption

As introduced in Part I, low-concentrations VOCs can be physically adsorbed by
activated carbon and other adsorbents. Activated carbon can be produced from a
char or coke material by oxidation with air at 500–600 °C or by oxidation with
boiling nitric acid.

Activated carbon adsorption of VOCs works well in the range of 0.05–30 m3/s
for gases with VOC concentrations of 20–5000 ppmv. The removal efficiencies are
in the order of 90–98 %. Adsorption of VOCs is also not very sensitive to LFL or
UFL values for the gas.

The adsorption bed will have to be replaced or regenerated when it reaches its
break-through point after a certain time of operation, when the bed becomes sat-
urated. In industry, most operators set the breakthrough value to be the same as that
of the local emission standard. For an activated carbon bed used for adsorption of
VOCs, the regeneration can be done with steam, hot air or hot nitrogen at
400–1000 °C. The VOCs released from the regeneration process are more con-
centrated and can easily be oxidized or recycled for other purposes.

Repeated loading and regeneration reduce the quality of the activated carbon and
it results in lowered adsorption efficiency. In addition, the presence of other species
such as halogenated organics and high moisture contents also reduce the perfor-
mance of the activated carbon bed. For example, carbon bed adsorption is less
suitable for ketones such as acetone, since exothermic polymerization reactions
deactivate the bed and may even result in fires. Eventually, a fresh bed will replace
a deactivated carbon bed and the activated carbon is subjected to disposal.

10.6.2 Oxidation of VOCs

Some air pollutants like VOCs, HC, and CO can be oxidized and converted into
less toxic chemicals. There are three types of VOC oxidation processes, according
to their applicable VOC concentrations.

• Flaring: Flares are usually used for gas streams that have an organic vapor
concentration greater than 2–3 times the LFL.

• Thermal oxidation: Thermal oxidizers are used for contaminated gas streams
that have an organic vapor concentration 25–50 % of the LFL.

• Catalytic oxidation: Catalytic oxidizers are used for gas streams that have VOC
concentrations <25 % of the LFL.
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10.6.3 Flaring

Flaring is more often employed for gas flaring in oil and gas refinery plants than the
flue gas or exhaust gas from a combustion source. For gases with VOC concen-
trations above the UFL level, flaring at the stack outlet can burn the VOCs into
other less problematic pollutants. Addition of steam is necessary for many VOCs
flaring, otherwise only a few VOCs can be oxidized without major problems.

There are two types of flares, being elevated flare and ground flare. The most
commonly used type in refineries and chemical plants are elevated flares. They are
characterized with large capacities. The waste gas stream is fed through a stack with
a height of from tens to a hundred meters. Combustion takes place at the top of the
stack.

The elevated flare, can be steam assisted, air assisted or non-assisted. Steam/air
injection promote smokeless combustion; adequately elevated flare has the best
dispersion characteristics for malodorous and toxic combustion products, which are
mainly caused by incomplete combustion due to the cross wind. On the other hand,
steam injection/air injection cause noise pollution.

Ground level flare can achieve smokeless operation without noise, but it is poor
in dispersion of combustion products because its short stack is close to ground. This
may result in severe air pollution or hazard if the combustion products are toxic or
in the event of flame-out. Ground level flares are often used for the destruction of
landfill gases, which contain a large amount of methane and other odorous
compounds.

10.6.4 Thermal Oxidizers

A thermal oxidizer burns VOC-containing gas streams in an enclosed refractory-
lined chamber that contains one or more burners. The design of thermal oxidation
systems for VOCs has been well documented in the literature (e.g., [19]). It is
summarized as follows.

An example of a thermal VOC incinerator is shown in Fig. 10.7. The waste gas
is oxidized before entering the stack, and meanwhile the heat is recovered. The
thermal oxidizer consists of a refractory-brick lined chamber that has one or more
gas- or oil-fired burners. The contaminated gas stream does not usually pass
through the burner itself, unless a portion of the gas stream is used to provide the
oxygen needed to support combustion of the fuel. Instead, the burners are used to
heat the gas stream to the temperature necessary to oxidize the organic contami-
nants. That temperature is based primarily on the auto ignition temperature of the
most difficult to destroy compound in the gas stream. Auto ignition temperatures for
most organic compounds range from 400 to 540 °C. Operation at temperatures near
the auto ignition value will result in destruction of the contaminants; however, the
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carbon in the compounds will be left primarily as CO, even if sufficient oxygen is
available.

To fully oxidize the carbon to CO2, incineration should be conducted at a
minimum temperature of 700 °C. Most thermal oxidizers operate at temperatures of
700–1,000 °C. When catalyst is used (catalytic oxidation) the temperatures can be
lowered to a range of 200–500 °C.

The combustion chamber is sized to provide sufficient residence time to com-
plete the oxidation reactions. The time needed for destruction depends on the
temperature and mixing within the chamber, with shorter times required at higher
temperatures. Typical residence times are 0.3–0.5 s, but may exceed 1 s. Residence
time is typically calculated by dividing the volume of the combustion chamber by
the actual volumetric flow rate through the combustion chamber. However, it
should be recognized that not all of the combustion chamber may be at the effective
oxidation temperature. Thus, residence times calculated in this manner should be
somewhat higher than the minimum desired value.

Typical destruction and removal efficiency of a thermal oxidizer is above 99 % at
typical capacities of 0.5–250 m3/s. There are two options for heat recovery, a
regenerative and a recuperative recovery system with the thermal efficiencies of 95
and 70 %, respectively [7]. Selection of heat recovery system depends on the
property of the VOC containing gas as well as flexibility of operation.

A recuperative thermal oxidizer uses a shell-and-tube type heat exchanger to
recover heat from the exhaust gas and to preheat the incoming VOC rich gas,
thereby reducing supplemental fuel consumption. Recuperative heat exchangers
with a thermal energy recovery efficiency of up to 80 %, mostly 50–60 %, are in
common commercial use.

Fig. 10.7 A typical thermal VOC incinerator with recuperative heat recovery
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10.6.4.1 Regenerative Thermal Oxidizer

As depicted in Fig. 10.8, a regenerative thermal oxidizer uses ceramic beds to
absorb heat from the exhaust gas and uses the captured heat to preheat the incoming
process gas stream. The destruction of VOCs is accomplished in the combustion
chamber, which is always fired and kept hot by a separate burner. This system
provides high heat recovery of up to 98 %, and can operate with VOC lean gas
streams because supplemental heat requirements are kept to a minimum with the
high heat recovery. The gas steam may contain less than 0.5 % VOC, and have a
low heat value.

The valves in a two-chamber regenerative thermal oxidizer switch the direction
of flow so that the incoming gas passes through the freshly warmed bed. A typical
cycle is about 30–120 s and the change of temperature is usually less than 70 °C. As
such it requires large, rapid-cycling valves and extensive ductwork. The valves
must be designed for very low leakage since any leakage contaminates the treated
exhaust gases with untreated process gas. Critical high-efficiency systems use zero-
leakage valves with an air purge between double-seal surfaces. If the VOC emis-
sions from a two-chamber bed are measured, the concentration profile would show

Fig. 10.8 A two-chamber regenerative thermal oxidizer
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intermittent spikes each time the valves switch the direction of flow, because the
untreated VOC in the gas present in the inlet bed when it is suddenly switched to
the outlet.

Again, the advantage of thermal oxidation in an incinerator is the high
destruction efficiency that can be obtained by proper control of the combustion
chamber design and operation. If temperatures are maintained above 980 °C,
greater than 99 % hydrocarbon destruction is routinely achievable. This efficiency
depends on residence time, temperature, and turbulence (the three Ts) in the
combustion chamber.

Thermal oxidizers can be costly to install because of required support equip-
ment, including high pressure fuel supplies (for example, natural gas), and sub-
stantial process-control and monitoring equipment. In addition, public perception of
a new “incinerator” can make it difficult to locate and permit a new unit.

10.6.5 Catalytic Oxidation

In a catalytic oxidation process, catalysts such as Pt or Pd on a Al2O3 support may
give destruction and removal efficiencies of up to 95 % with small size. The
catalytic oxidation units are, however, much more expensive in operation. The high
cost is caused by frequent replacement of the catalyst after being poisoned by other
pollutants such as soot, particles, chlorine, sulfur, silicon, vanadium, lead, and/or
hydrocarbons with great molecular weight. Temperature excursions also reduce the
lifetime of catalysts. Furthermore, secondary air pollution may be produced by
catalytic oxidation. Gases other than VOCs may be converted to hazardous com-
pounds that require further treatment downstream. From this point of view, catalytic
VOC oxidization is most suitable for the cleaning gases with stable VOC
properties.

As seen in Fig. 10.9, catalysts are loaded on a catalyst bed in the incinerator. The
support structure of catalysts is arranged in a matrix that provides high geometric
surface area, low pressure drop, and uniform flow. Structures providing these
characteristics include honeycombs, grids, and mesh pads. Either a monolith or a
beads/pellets configuration can be employed, depending on the kinetics of VOC
oxidation and the presence of other pollutants. Monolith is a cluster of parallel tubes
and it is used for fast kinetics. Bead or pellet bed is preferred for slow kinetics and it
is less sensitive to fouling or poisoning. The performances of thermal and catalytic
oxidizers are often affected by the presence of CO. Oxidation of CO will be
addressed separately.

Thermal oxidation is not effective for engine exhaust gases mainly due to low
gas temperatures and low concentration of the VOC emission from liquid fuel
combustion. VOC emissions from engines are successfully oxidized in catalytic
converters, where the catalysts are Pt, Pd, or Rh. Pd is more sensitive to poisoning
by lead and sulfur. Most of the time, it is integrated in a three-way catalyst with CO
oxidation and NOx reduction.
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Catalytic oxidizers are coupled with both recuperative and regenerative heat
exchangers. The catalyst enables the oxidation reaction to occur at much lower
temperatures than thermal oxidation. Typical standard catalysts for VOC oxidation
operate at 350–500 °C. For lower temperatures, 200–300 °C, special catalysts may
be needed for successful oxidation.

A typical minimum inlet temperature is in the range of 260–315 °C. For each
1 % LFL concentration that is oxidized in the catalyst bed, the gas stream tem-
perature will need to increase about 15 °C. Catalytic oxidizers are usually used only
on gas streams with an organic vapor concentration <25 % of the LFL. Extremely
high temperature will damage the catalysts.

High cost and performance problems are related to physical and chemical
deterioration of the catalyst material. Certain metals can react or alloy with the
catalyst, resulting in permanent catalyst deactivation. Fast acting poisons include
mercury, phosphorus, arsenic, antimony, and bismuth. Slow acting poisons include
lead, zinc and tin. At temperatures above about 535 °C, even copper and iron are
capable of alloying with platinum catalyst, reducing its activity. Some materials,
principally sulfur and halogen compounds, have a high adsorptive affinity for some
catalytic surfaces, reducing the active sites available to the organic compounds.

10.6.6 Other Approaches to Volatile Organic Compounds
Control

When the concentrations of VOCs are relatively high, about 5000 ppmv, they can
be separated by VOC condensation, i.e., by cooling or pressurizing. It is cost-
effective for high concentration; however, for VOCs with low boiling point, process

Fig. 10.9 VOC destruction by catalytic oxidation with recuperative heat exchanger
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costs may become excessive. Gases with VOC concentrations above 25 % of the
LFL can be processed with a wide range capacity of 0.05–10 m3/s. Readers are
referred to literature (e.g., [11]) for the principles and designs of VOC condensers.

Control of VOCs can also be done with a liquid solvent by absorption in a wet
scrubber. It is based on the principle of absorption introduced above. The choice of
wet scrubber depends on the presence of particulates in the gas stream. Absorption
using liquid solvent is suitable for gas streams with high moisture contents
(RH > 50 %) and the concentrations of VOCs in the range of 500-5000 ppmv. It can
function at a higher flow capacity of 1–50 m3/s.

10.7 Control of Soot Particles

Ideally soot should be oxidized completely before leaving a combustion device
(e.g., engine or furnace). However, soot is a big problem for combustion of solid
fuel and diesel due to lack of knowledge about the formation and oxidative
destruction of soot. Recent studies indicate that a lot of soot is also generated from
bio-diesel fueled diesel engines.

A particulate control system can separate and collect some of the soot as part of
the total particulate matter. Other options for the control of soot after combustion
are thermal oxidation, catalytic oxidation and carbon filtration. In most of the cases,
they are integrated into one unit. An example of a popular soot control technology
is the continuously regenerating trap (CRT) system. Briefly, NO in the exhaust gas
is converted to NO2 by catalytic oxidation right before the gas entering the filter.
Then the carbonaceous particles collected on a filter are oxidized at 250 °C by NO2.
Meanwhile, 80–90 % of hydrocarbon and CO are also oxidized. The removal
efficiency of soot particles can be 90 % or higher.

10.8 Control of Trace Metals

As introduce above, trace elements that are found in fossil fuels can be grouped into
three classes, Class I, Class II (Pb, Cd, Sb, Ni), and Class III (Hg, Se, As). As
mentioned in the pre-combustion control technologies, some of these chemicals can
be removed from the fuels by fuel cleaning. Crushing and milling of coal particles
can also remove As, Se, FeSx, and significant amount of Hg from the fuel. The
elements related to sulfide minerals (pyrite, sphalerite) can be largely removed by
coal pre-cleaning: As, Cd, Co, Cu, Hg, Mo, Ni, Pb, Se, and Zn [20].

Class I and Class II elements are removed together with the particulates by the
dust control system such as ESP and bag-house filter at efficiencies of >99 and
90–99 %, respectively. Trace elements that penetrate through an ESP or bag-house
filter may be captured downstream by a wet or dry scrubber, likely for SO2 control.
Wet scrubber, if any, also can capture some of the submicron particles downstream
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of the dry particulate control devices. These captured particles also contain a large
amount of metals, including copper, zinc, silver, and gold. Therefore, it is not
necessary to design a specific device for the control of Class I and Class II elements.

The majority of Class III elements in the flue gas will, however, penetrate
through the particulate control devices and wet scrubbers. Systems have to be
designed specifically for the removal of Class III trace elements, which include the
notorious Pb, As, Se, Cd, and Hg. Sorbents can be injected into the flue gas
upstream of the particulate control system, unless a separate reactor is employed.
Usually a large amount of sorbent is needed to compensate low removal efficien-
cies. Frequently, cost is the concern for large-scale applications.

Various sorbents such as activated carbon, silica, alumina, kaolinite, limestone,
emathlite, bauxite, and titania have been tested for trace elements control at tem-
peratures of 400–1,000 °C, by direct injection into the flue gas or passing the flue
gas through packed or fluidized beds. Alumina may be effective for As, Be and
fairly active for Cd and Ni, silica is effective for Cd, Pb, and Hg, while titania can
be a good sorbent for Cd and Pb. Limestone can be used to capture Pb, Cd, Sb, Hg,
Se, and As species [4].

At 350–600 °C, As and Se can be removed from flue gases by calcium-based
sorbents, forming CaSeO3 and Ca3(AsO4)2. Since the temperature is favorable for
desulfurization as well, the concentration of SO2 in the flue gas stream has to be
relatively low to prevent the competitive sulfation of the sorbent. Selenium can also
be removed from gases by physisorption using activated carbon at 125–250 °C [1].

Control of mercury emissions is a challenging task because of the complicated
transformations of mercury in combustion. All three types of Hg species must be
considered for effective mercury emission control:

(1) insoluble gaseous mercury
(2) soluble gaseous oxidized mercury, mainly HgCl2, and
(3) particle-bound mercury, Hg-p.

Existing particulate control and FGD devices or separated sorption units using
activated carbon, metal oxides, and fly ashes can be used to for the capture of
mercury from flue gas.

10.8.1 Mercury in Particulate Control and FGD Devices

Some particulate control devices also help to reduce Hg emissions. Typical Hg
removal efficiencies for particulate emission control equipment at US coal-fired
power plants with ESPs and fabric filters are about 32 and 44 %, respectively. The
majority of coal combustion plants employ ESPs for particulate control with more
and more bag-houses being installed, which will help in mercury reduction. For
example, the activated carbon injected upstream of an ESP yield lower Hg removal
efficiency than when it is injected upstream of a bag-house filter.
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Further mercury removal may be accomplished by the wet scrubber desulfur-
ization systems. A typical wet scrubber FGD shows Hg removal of 34 %, while dry
scrubber shows an efficiency of about 30 % with injected sorbent collection on a
fabric filter [6]. In a wet scrubber, water may capture some HgCl2 due to its
solubility in water. In addition, the low temperature in a wet FGD system is
favorable for volatile Hg to condense and for the removal from the flue gas stream.
However, increased concentrations of Hg vapor were found too when the flue gas
passed through a wet FGD [17].

Total Hg removal depends on the arrangement of particulate control and FGD
devices. For a coal-fired power plant, a bag-house/FGD combination can give Hg
removal efficiencies of 88–92 %, but the efficiencies were much lower (23–54 %)
for an ESP/FGD combination [31]. The reason behind this dramatic difference in
the efficiency is that oxidized mercury is reduced to elemental Hg in ESPS. This
does not happen in filters.

A filter bag-house is preferred over an ESP for the removal of mercury from the
flue gas due to more interactions between the gaseous mercury in the flue gas, and
the dust cake on the filters help capture Hg too. This explains partially why bag-
houses are progressively being installed for new plants.

10.8.2 Mercury Adsorption by Activated Carbon

For coal-fired power plants, especially those use lignite and peat, the control of
mercury may present a serious and expensive problem in the near future. Developed
countries, including Canada, will follow the implementation of Hg regulations for
coal-fired power plants as being done in the USA.

There are several unique characters that relate Hg emission to coal combustion.
One is the low concentration of Hg in high volume of flue gas streams typically in
the order of 0.01 ppmm. Another factor is the low Cl/Hg ratio and the small fraction
of oxidized Hg, indicating the relative importance of elemental Hg in the flue gas.
For coal, over 50 % of the Hg is in the form of elemental Hg when the chlorine
content of the fuel is less than 0.1 % by weight, while less than 20 % of the Hg
elemental in the flue gas when the chlorine content of the fuel is above 0.2 % by
weight.

Hg can be removed from the coal flue gases either by injection of activated
carbons in flue gas ducts or by passing the flue gas through beds packed with
activated carbons. For a packed bed system, the C/Hg ratio by mass is in the range
of 5,000–1,00,000 due to short residence time of approximately 1 s of the flue gas
in air pollution control devices. The actual C/Hg ratio depends mainly on the
temperature of the flue gas [6]. Sorbent particles larger than 20 µm in diameter may
be too large for the typical contact times of 1 s.

It was found that the capacity or reactivity of the activated carbon is limited at a
temperature of 180 °C or higher [8]. The decrease in temperature favors the removal
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of Hg, indicates that physical sorption is the main mechanism for Hg capture by
activated carbon.

Meanwhile, the activated carbon is not adsorbing Hg exclusively, as there are
many other species present in the flue gas, such as H2O, NO2, SO2, and other trace
elements. For example, the presence of NO2 and SO2 has a negative effect on
mercury adsorption. In addition, the presence of HCl, if any, supports the trans-
formation of physisorbed elemental Hg to stronger bound chemisorbed Hg. A 90 %
of Hg reduction can be achieved by activated carbon sorption.

Much higher Hg removal can be achieved when activated carbons are impreg-
nated with sulfur or iodide. In sulfur-impregnated activated carbons, Hg is strongly
bound as HgS, sorption capacities of which may be 100–1000 times higher than
those of activated carbon alone. It is especially effective at high temperatures [33].
Iodide-impregnated activated carbons show the improved performance by forming
stable Hg–I complexes [6].

10.8.3 Mercury Captured by Metal Oxides, Silicates, and Fly
Ashes

Alternative Hg sorbents using metal oxides, silicates, fly ashes, etc., have been
developed to replace activated carbons. Metal oxides such as MnO2, Cr2O3 and
MoS2 showed moderate capacities, making them possible alternatives for activated
carbons [15]. As an example, in a Finish cement plant, the Hg emission was
reduced by approximately 90 % when 10 % of the coal/petcoke fuel was replaced
by car tire scrap. This benefit is due to the metals such as Mn and Cr in the tires that
were introduced to the combustion system [21].

Fly ash may also absorb or adsorb Hg [30]. The performance seems to depend
on many factors such as the carbon content of fly ash, temperature, gas phase
composition, as well as the property of the fossil fuel.

10.9 Proper Layout for Post-combustion Air Pollution
Control Devices

After fossil fuel combustion and in-combustion controls, multiple air pollutants
present in the flue gas must be resolved. The air pollutants of concern depend on the
fuel and local regulations on emission control. NOx is the major concern for natural
gas combustion, while SO2 may also need attention when oil is used for com-
bustion. For solid fuels, particulate, SO2 (except for biomass) and NOx emissions
must all be reduced to certain levels before the flue gases being discharged to the
atmosphere for dispersion. Similarly, solid fuel-fired IGCC processes involve hot
gas cleanup to upgrade the fuel gas to meet the gas turbine specifications.
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Since more than one piece of equipment is installed to control different air
pollutants, they have to be installed in a proper sequence in order for them to
function properly. As a general rule, particulate matter has to be removed as much
as possible before dealing with gaseous pollutants. However, when limestone is
injected in the duct to remove SOx or catalyst is used to remove NOx, particulate
control devices should be arranged even further upstream in order to capture the
excessive particles.

A typical air pollution control system for stationary sources like power plants is
composed of a dry sorbent injection followed by filtration devices. Selection of the
exact equipment depends on the fuel quality, government regulations of concerns
and process type. The gas temperature plays an important role in the positioning of
the equipment; so do the cross-effects between air pollution control processes. An
attempt to list the most important of interactions is given in Table 10.4. Considering
the interactions between different air emissions, a good planning is needed for
optimized air emission control.

10.10 Practice Problems

1. A power plant burns coal at a rate of 5000 tons/day. The coal has 5 % of ash
content. Assume 25% of ash falls to the bottom of the furnace and 75% becomes
fly ash. In order to meet a particulate matter emissions limit of 2 tons/day find out
the efficiency required of a final control device.

2. Calculate the number of bags required in a bag-house to filter 17,000 m3/min of
air at a temperature of 200 °C and pressure of 1 atm. Each bag is 3.5 m long and
0.3 m in diameter and air to cloth ratio is 0.9 m/min.

3. A power plant is using a large bag-house to control air pollution. The air is
flowing through at a rate of 60 m3/s with a dust loading of 230 mg/m3. Cal-
culate the collection efficiency for the bag-house if emission regulation for the
plant is 100 µg/m3.

4. A power plant produces a flue gas with a mass flow rate of 1.75 million lb per
hour. Assume that the mass flow rate of sulfur dioxide in flue gas is 2000 lb/hr.
This flue gas is passed through a wet scrubber to meet emission standards. The
efficiency of scrubber is 90 %. Determine the rate of sulfur dioxide emitted to
the atmosphere.

5. The pressure drop through a freshly cleaned bag-house is 125 Pa and the bag is
expected to be cleaned to remove dust cake when the pressure drop reaches
500 Pa in 1 h. The gas being cleaned has a flow rate of 300 m3/min, and the a
particle loading is 10 g/m3. If the average mass filtration efficiency is 99 %, and
the dust cake has a thickness of 5 mm, a solidity of 0.5 and permeability of
1� 10�12m2. Assume the real dust material is 2,000 kg/m3. Estimate the total
filtration area.
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6. A selective catalytic reduction system is designed to remove 80 % of NOx in the
flue gas. Calculate the stoichiometric amount of ammonia needed if flue gas has
500 ppmv of NOx and is flowing at a rate of 10,000 m3 per minute at 300 °C
and 1 atm.

7. The flue gas from an industrial power plant contains 1100 ppmv of NO and is
emitted at a rate of 1200 m3/s at temperature of 573 K and pressure of 1 atm. A
selective catalytic reduction system is designed to remove 75 % of NO. Cal-
culate the quantity of ammonia needed in kg/hr.

8. Particles with low conductivity passing through an ESP are likely to

a. form a dust cake that can be easily removed from the collecting plate
b. restrain the gas stream
c. lose ions quickly through the collection plate
d. have low migration speed because of the resistance from the dust cake on

the collection plate.

9. In a power plant, SCR is used for NO emission control by conversion of NO
into N2. Urea is preferred over ammonia because

a. urea has a great inertia and cover a wider range of flue gas
b. urea costs less and less evaporative
c. urea based SCR is not sensitive to dust
d. urea based SCR is not sensitive to temperature.

10 Which one of the following statements is most accurate?

a. High dust SCR is less frequently maintained than a low dust SCR
b. The gas temperature passing through a high dust SCR is lower than that of a

low dust SCR
c. The catalyst in a high dust SCR costs less than that in a low dust SCR
d. None of the above.
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Chapter 11
Air Dispersion

For the air pollutants penetrating though the post-combustion air pollution control
devices, dispersion is the last step to minimize the environmental impact. An air
dispersion models can be employed for predicting concentrations downwind of the
source for environmental impact assessments, risk analysis, emergency planning,
and development and implementation of air emission standards.

A great amount of models have been developed and they can be categorized into
four generic classes:

• Gaussian models
• Numerical models
• Statistical models
• Physical models

Many air dispersion models are available at the US EPA websites for free use. In
general, the more complex models are more reliable. In this chapter, we only
introduce three kinds of models with different levels of complexity. Advanced
models for special applications can be found in the book by de Visscher [21].

This chapter starts with an introduction to some basic concepts that are critical to
the understanding of different air dispersion models. Then basic models will be
introduced. All of the models introduced herein are based on conservation of mass
(or material balances) in a control volume. Most models can be used for predicting
the concentrations of several different pollutants, but they must be applied sepa-
rately to one pollutant at a time. At the end, comments on advanced models will be
given, although they are not discussed in a great depth.

11.1 Box Model

A box model is the simplest one for air dispersion in a ground-level community. It
is useful in such well-defined environments as tunnels, streets with high rise
buildings, community in a valley, and indoor environments. It is assumed that air in
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these boxes is well mixed in the calculation domain, and moving along one
dimension that is perpendicular to the inlet surfaces.

A schematic diagram of this model is shown in Fig. 11.1, in which Ci ¼ the
concentration of the pollutant in entering the box (kg/m3); ṁ is the source of in-box
generation (kg/s); u ¼ the speed of air (with pollutant); C ¼ concentration of the
pollutant within the box and the exit.

Conservation of mass of air leads to the volume flow rates

Qi ¼ Qo ¼ Q ¼ uZY : ð11:1Þ

Conservation of mass of the pollutant gives

ZYX
dC
dt

¼ _mþ uZYCið Þ � uZYC

dC
_mþ uZYCið Þ � uZYC

¼ 1
ZYX

dt:
ð11:2Þ

The concentration in the box can be determined by integration if the volume of
the box ZYX is fixed.

ZC

C1

dC
_mþ uzxYCið Þ � uhwC

¼ 1
zxYX

t ð11:3Þ

When u, _m; Ci are constants, the steady-state concentration Css in the box can be
determined from Eq. (11.2) with dC=dt ¼ 0.

Css ¼ Ci þ _m
uZY

ð11:4Þ

Integrating Eq. (11.3) from time zero to any time gives,

CðtÞ � Ci

Css � Ci
¼ 1� exp � ut

X

� �
: ð11:5Þ

y

x
X

Y

u, c(t)  Q0u

z

, Qii

Z

Fig. 11.1 Schematic diagram
of box model
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Example 11.1: Box model example
A city street is Y ¼ 25 m wide with high rise buildings of 100 m high, which traps
pollutants below 100 m. In a rush hour, cars line up on the X = 1 km long street and
emit air pollutants continuously. The particulate air pollutant emission rate is
20 lg=s per meter of street and constant wind blowing at a steady speed of
u ¼ 0:5m=s. Plot the concentration of the air pollutant in the street against time.

Solution
The source of generation is

_m ¼ 20 lg=s:m� 1;000m ¼ 20;000 lg=s:

Ignoring the air pollutant in the incoming air, the steady state concentration is

Css ¼ _m
uYZ

¼ 20;000
0:5� 25� 100

¼ 16 lg=m3:

Then the concentration over time is

CðtÞ ¼ Css 1� exp � ut
X

� �h i
¼ 16 1� exp � 0:5� t

1;000

� �� �
:

The plot is shown in Fig. 11.2. It shows that over extended period of time, the air
pollutant concentration would approach the steady state concentration of 16 µm/m3.

Fig. 11.2 Box model
example
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11.2 General Gaussian Dispersion Model

While the box model is useful for certain applications, it cannot be used for predicting
the concentration in the atmosphere where air is subjected to mixing and concen-
tration changes with time and location. For this kind of problem, we have to use other
complex air dispersion models by considering the effect of meteorology. Before we
start the mathematical expression of the models, we first put forward a few concepts.

11.2.1 Atmosphere

The temperature and pressure of the Earth’s atmosphere change with elevation.
Based on the variation of the average temperature profile with altitude, atmosphere
can be divided into five distinguished layers (Fig. 11.3). From near Earth surface
upward to the space, they are called [21]

• Troposphere,
• Stratosphere,
• Mesosphere,
• Thermosphere,
• Exosphere.

Troposphere is the lowest layer of the atmosphere, which is below 8–18 km
altitude, depending on latitude and time of year, from the Earth’s surface; In this
region, temperature decreases with height, and there is a rapid vertical mixing of air.

Fig. 11.3 Schematic diagram of atmosphere layers and temperature profile (not in scale)
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The next region is stratosphere, and it is below 45–55 km altitude above the
ground; temperature increases with altitude and vertical mixing of air is slow.

Mesosphere extends to 80–90 km altitude where temperature decreases again
with altitude to the coldest point in the atmosphere; Vertical mixing becomes rapid
again.

Thermosphere is the region above the mesosphere characterized by high tem-
peratures and rapid vertical mixing. The next layer, ionosphere, is characterized by
ions that are produced by photoionization. The outermost region of the atmosphere,
Exosphere is >500 km altitude.

The boundary between troposphere and stratosphere is called tropopause. Its
height changes with location. For example, the average heights of the tropopause
over the equator and over the poles are about 8 and 18 km, respectively.

The atmosphere is a sink. It is an imperfect sink with limited ability to carry
away (transport), dilute (dispersion) and remove (deposition) pollutants. Air
motions carry pollutants from one region of the atmosphere to another. On the way
to its destination, air and pollutants are dispersed by—mixing of pollutants with air.

Air dispersion takes place primarily in the lower layers of the atmosphere which
interacts with the surface of the Earth. Sometimes referred to as ground boundary
layer, the planetary boundary layer (PBL) is the lowest layer of the troposphere
where wind is influenced by friction. The thickness (depth) of the PBL is not
constant and it is dependent on many factors. At night and in the cool season the
PBL tends to be lower in thickness while during the day and in the warm season it
tends to have a greater thickness. This is because the wind speed and air density
change with temperature. Stronger wind speeds enable more convective mixing,
which cause the PBL to expand. At night, the PBL contracts due to a reduction of
rising air from the surface. Cold air is denser than warm air; therefore, the PBL
tends to be thin in the cool season.

Other conditions include, solar heating and cooling, temperature, pressure of the
air, and the wind speed and direction. They affect the result of most commonly used
air dispersion models, because these parameters contribute to the vertical motion of
air pollutant in the atmosphere. They affect the atmosphere stability, which will be
introduced soon.

Most of the motions of the atmosphere are actually horizontal as a result of
uneven heating of the Earth’s surface (most to the equator and least to the poles),
the Earth’s rotation (Carioles force) and the influence of the ground and the sea. The
surface of the land and the oceans is a well-defined lower boundary for dispersion
modeling in atmosphere. Major mountain ranges like the Himalayas, Rockies, Alps,
and Andes are major barriers to horizontal winds. Even smaller mountains and
valleys can strongly influence wind direction but on a smaller scale. The surface of
the ground and seas also changes the temperature at these boundaries depending on
the surface properties.
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11.2.2 Atmospheric Motion and Properties

The density of any part of the atmosphere can be determined by the ideal gas law
described in Eq. (11.6).

q ¼ MP
RT

ð11:6Þ

where the ideal gas constant is R ¼ 8:314 J=ðmol:KÞ;M is the molar weight of the
air in this case. Using this equation, the density of air is determined by M and T at
one particular altitude, if P is fixed. Notice that M changes with the water vapor
content; increased amount of water vapor content decrease the value of M.

When P is a variable, the air density at any point in the atmosphere can be
calculated by

q ¼ � 1
g
dP
dz

: ð11:7Þ

Combining these two equations leads to

dP
dz

¼ � gMP
RT

: ð11:8Þ

When temperature and molar weight of air are both constant, integration of this
equation from P0 at z0 to P at z leads to

PðzÞ ¼ P0 exp � gM
RT

z

� �
: ð11:9Þ

11.2.3 Air Parcel

We need to put forward an important term that is used in air dispersion analysis,
which is air parcel. An air parcel is an imaginary body of air to which may be
assigned any or all of the basic dynamic and thermodynamic properties of atmo-
spheric air. The air parcel is large enough to contain a great number of molecules,
but its volume is small enough to be assigned with a uniform property. In air
dispersion modelling, it is most likely part of the “air” from the emission source.

There are many factors affecting the motion of an air parcel and its dispersion
after being emitted from a certain source. One of them is atmosphere environment,
which contributes to the initial and boundary conditions and many other input
parameters.

Air dispersion is greatly affected by the interaction between atmosphere and the
pollutant containing air parcel. Most commonly considered factors are wind,
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temperatures, and humidity. Less obvious, but equally important, are vertical
motions that influence air parcel motion. Atmospheric stability affects the vertical
motion of air parcels. The temperature difference between the air parcel and
atmosphere causes vertical motion, at least near the emission source, but the con-
vective circulation thus established is affected directly by the stability of the
atmosphere. Winds tend to be turbulent and gusty when the atmosphere is unstable,
and this type of weather causes air pollutants to disperse erratically. Subsidence
occurs in larger scale vertical circulation as air from high-pressure areas replaces
that carried aloft in adjacent low-pressure systems. This often brings very dry air
from a high altitude to a low level.

11.2.4 Adiabatic Lapse Rate of Temperature

In the analysis above, we assumed constant air temperature and molar weight,
however, both temperature T and molar weight M change with elevation, and the
change in M is not as important as that of temperature. For an adiabatic air parcel in
the atmosphere, it may produce work to the surroundings. The rate of temperature
change over elevation can be derived from the first law of thermodynamics [21] as

dT
dz

¼ � g
cp;a þ hfg dw=dTð Þ ð11:10Þ

where cp;a is the air heating capacity, w is the water vapor mass fraction in the air
(kg vapor/air). Since most air contains less than a few percent of water vapor,
except for those in cloud or fogs, the effect of water vapor can be ignored and we
can use a simpler equation that is meant to be for dry air

dT
dz

¼ � g
cp;a

ð11:11Þ

This is also called the adiabatic lapse rate of dry air temperature. Temperature
decreases with elevation and it is a straight line in a plot of elevation versus
temperature (Fig. 11.4). With a typical air heating capacity of cp;a ¼ 1;006 J/kg.K
and g ¼ 9.81 m/s2, we can estimate the adiabatic lapse rate of dry air temperature
dT
dz ¼ 0.975 or 9.75 K/km. This is an estimation for guidance only. The actual value
changes with location and time. As dry air moves vertically, its temperature
changes at about 1 °C per 100 m [21]. For air with moisture, the temperature change
could be 5–10 °C per km, depending on its water content, and air up in the sky
reaches saturation easily to form clouds.

The change of temperature over elevation is the main reason behind atmospheric
stability, which is an important factor in air dispersion.
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11.2.5 Atmospheric Stability

Consider an air parcel moving slowly in the atmosphere. It is subjected to gravity,
friction, and buoyancy. We can ignore friction at low velocity, the total force
exerted on the air parcel and the motion of the parcel is described using Newton’s
second law, with positive direction upward, as

F ¼ qa � qp
� 	

Vg ¼ qpV
dv
dt

ð11:12Þ

where qp and qa are the densities of the air parcel and the surrounding air,
respectively; V is the volume of the air parcel and dv=dtð Þ is the acceleration of the
air parcel. Simplification of Eq. (11.12) leads to

dv
dt

¼ qa
qp

� 1

 !
g: ð11:13Þ

Both the air parcel and the surrounding air can be assumed ideal gases, and the
densities can be described using Eq. (11.6); with same atmospheric pressure P,
same molar weight M and same ideal gas constant R, Eq. (11.13) becomes

dv
dt

¼ Tp
Ta

� 1
� �

g ð11:14Þ

This equation shows that, when Tp [ Ta, the acceleration of the air parcel is
positive, which means that it moves upward, and vice versa. When Tp ¼ Ta, the air
parcel acceleration will be zero. Depending on the change rate of the air parcel
temperature with respect to that of the surrounding air, the air parcel may sink,

Adiabatic 
line  

Stable 

Unstable 

Neutral 

P

z 

T 

Initial elevation 

Inversion

T=constant Fig. 11.4 Atmosphere
stability
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move upward or remain still with respect to the surrounding air. The atmosphere is
called stable, unstable and neutral atmosphere in terms of stability. They are
depicted in Fig. 11.4.

• Stable atmosphere: Consider an air parcel in an atmosphere with the same
temperature at its initial position. When the air parcel temperature elapse along
elevation is greater than that of the surrounding air, the air parcel is colder than
the surrounding air when it moves up or hotter while it goes down. As a result,
the surrounding air exerts a total force to move the air parcel back to its original
position. This total force is a result of the combination of buoyancy, friction, and
gravity.

• Unstable atmosphere: When the air parcel temperature elapse along elevation is
weaker than that of the surrounding air, the air parcel is colder than the sur-
rounding air when it moves down and hotter when it moves up. As a result, the
surrounding air exerts a total force to drive the air parcel away from its original
position and convection is produced.

• Neutral atmosphere: When the air parcel temperature elapse along elevation is
the same as that of the surrounding air, the air parcel will remain still with
respect to the surrounding air. There will be no relative motion between the air
parcel and the surrounding air in the atmosphere.

Atmosphere stability is affected significantly by so called temperature inversion,
when atmosphere temperature increases with elevation. Temperature inversion
leads to extremely stable atmosphere and sinking air emission parcel. As a result,
poor air dispersion causes accumulation of pollutants at the ground level.

The stratification of air temperature in any control volume leads to the air parcel
movement vertically. In the same place, atmosphere could be stable, neutral, or
unstable depending on the time of the day and weather condition. For example, the
ground surface and the air above it are cooled overnight. At dawn, the temperature
increases with height below 300 m or so, and the atmosphere is stable; any vertical
disturbances are strongly damped out.

Ground level stability is also affected by the heat transfer between the air and the
Earth surface. The direction of net heat transfer depends on the temperature dif-
ference between the air and the surroundings usually from high temperature to low
temperature. At the ground level, when the Earth surface temperature is higher than
the nearby air, the heat transfer from the Earth surface to the air leads to unstable
conditions and promotes air convection. Vice versa, air is cooled by a cooler Earth
surface results in a stable atmosphere. When air and Earth surface temperatures are
the same, there is no heat transfer between them and it is likely a neutral condition.

This ground-level stability changes over the hours in a day. It is a cyclic
behavior, and this cycle is qualitatively depicted in Fig. 11.5 for guidance only. The
rising sun in the morning heats the Earth surface and the air above it. The warmed
air near the ground rises to a certain elevation until it reaches the cold air at higher
elevations. Over time, this rising air gradually changes the temperature profile in the
near-ground atmosphere. This heat transfer from ground level to atmosphere con-
tinues during the day until it reaches mid afternoon. At this moment, the heated air
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may extend to as high as thousands of meters, where the atmosphere above is very
stable. Now the ground level starts to cool down before sunset. And another cycle
begins.

When the meteorological conditions are unknown, Pasquill classes A–F can be
determined from the weather conditions and the wind speed measured at 10 m
above the ground, u10 [18]. They are shown in Table 11.1.

11.2.6 Wind Speed

Wind speed and direction affect the dispersion of air pollutants. Air pollutants are
better dispersed in strong winds owing to the strong mixing effect, both horizontally
and vertically. Typical wind speed at ground level is no less than 1 m/s. Air
movement below this speed is referred to as calm air. Usually wind speed is lower
at the ground level than that at a higher elevation. In an unstable planetary boundary
layer vertical motion of air is significant, and it increases the ground level wind in
the early afternoon as a result of self-limiting instability.

Let’s start our analysis with a simple case, where wind is developed in an open
area smooth surface in an adiabatic atmosphere. Similar to the boundary layer
concept (see Chap. 2), there is also a boundary layer above the ground, which can
be as high as 500 m. The friction is negligible at higher elevation. In this case, the
region where ground friction plays a significant role is within the planetary
boundary layer. The ground level (surface) shear stress s0 is defined as

s0¼ q0u
2
� ð11:15Þ

where u� is called friction speed and q0 is the ground-level air density. Although the
term “friction velocity” is widely used in air dispersion modeling, rigorously

Fig. 11.5 Diurnal cycle of air
temperature above ground
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speaking, it is speed, the magnitude of the velocity. In air dispersion modeling, we
deal with rough surfaces more than the smooth surfaces. However, the term of
friction velocity may appear in the analysis that follows.

11.2.6.1 Wind Speed Profile in Neutral Atmosphere

The wind speed profile above a rough ground surface in neutral atmosphere can be
calculated using Eq. (11.16) [21],

u
u�

¼ 1
k
ln

z
z0

� �
ð11:16Þ

where z0 is the surface roughness height (m) and k is the Karman constant.
Although there are many values for the Karman constant, the most widely used one
is k ¼ 0:4. [1, 15].

Surface roughness height is not a physical height but an indicator of stability: the
wind speed is zero at this height. Typical values of surface roughness height are
available in Table 11.2. It could be as high as tens of meters for Rocky Mountains
and as low as few millimeters for ice and ocean surfaces. Over-ocean surface
roughness can be estimated using the equation proposed by Hosker [14]:

z0 ¼ 2� 10�6u2:510 ð11:17Þ

where u10 is the wind speed measured at 10 m heigh (m/s).

Table 11.2 Typical surface roughness heights in urban and rural areas

Terrain Description z0 (m) Source

Urban Roughly open with occasional obstacles 0.1 [5]

Rough area with scatter obstacles 0.25

Very rough areas with low buildings or industrial
tanks as obstacles

0.5

Skimming areas with buildings of similar height 1

Chaotic city center with buildings of different heights 2

Rural Agricultural land 0.25 [17]

Range land 0.05

Forrest land, wet land, forest wet land 1

Water body 0.001

Perennial snow or ice 0.20

Mountains Rocky mountains 50–70 [9]

Mountains 5–70

Ocean Eq. (11–17) [14]
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In order to use Eq. (11.16), the wind speed at one elevation has to be known.
This pair of data, given notations of u0; z0ð Þ, allows us to determine the friction
speed using Eq. (11.18).

u� ¼ ku0

ln z0=z0ð Þ ð11:18Þ

Example 11.2: Wind speed profile
In a rural area, the friction height is z0 ¼ 0:25 m, and the wind speed measured at
10 m height is 4 m=s under neutral condition. Plot the vertical wind speed profile.

Solution
Equation (11.18) gives

u�
k
¼ u10

ln z10=z0ð Þ ¼
4

ln 10=0:25ð Þ ¼ 1:084:

Then we have the velocity as a function of elevation:

u ¼ u�
k
ln

z
z0

� �
¼ 1:084 ln 4zð Þ

The plot is shown in Fig. 11.6. This profile is similar to what we saw in
boundary layer analysis in Chap. 2. With the decrease in speed change rate along
increasing elevations, the friction effect becomes negligible at high elevation.

11.2.6.2 Wind Speed Profile in Stable Atmosphere

For non-neutral conditions, the wind speed depends strongly on the stability of the
atmosphere, which in turn depends on the heat transfer q between the atmosphere
and the ground. We have to put forward a new but important parameter, Obukhov
Length, after the Russian scientist A.M. Obukhov. He set the foundation of modern
micrometeorology by introducing a universal length scale for exchange processes in
the surface layer in 1946 [9].

L ¼ � q0cpT0
g

� �
u3�
qk

ð11:19Þ

Like surface roughness height, Obukhov length is not a physical length either. It
is related to the stability indicator at different elevations. Researchers in the area of
air dispersion modeling have developed a variety of equations for the calculation of
Obukhov Length, however, the simple yet practical equation given by Seinfeld and
Pandis [17] is widely used in air dispersion models.
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1
L
¼ aþ b� log10 z0ð Þ ð11:20Þ

where the coefficients a and b are listed in Table 11.3.
With the availability of Obukhov Length, we can calculate the stability indicator

sz ¼ z
L
¼ z aþ b� log10 z0ð Þ½ � ð11:21Þ

A positive value of sz corresponds to stable atmosphere and a negative sz means
unstable condition. With the Obukhov length determined using Eq. (11.20), the
wind speed under stable and unstable conditions can be determined now as follows.
For stable conditions (sz [ 0Þ,

u
u�

¼ 1
k
ln

z
z0

� �
þ 5

k
ln

z� z0
L

� �
ð11:22Þ

Readers can find a more complex yet accurate approach in literature (e.g. [8]).

11.2.6.3 Wind Speed Profile in Unstable Atmosphere

The procedure for the calculation of wind speed profile under unstable atmosphere
is more complex; one widely used approximation is the one given by Benoit [2]
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Fig. 11.6 Calculated wind
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Table 11.3 Coefficients a and b for different Pasquill stability classes

P class A B C D E F

Stability Extremely
unstable

Moderately
unstable

Slightly
unstable

Neutral Slightly
stable

Stable

a −0.096 −0.037 −0.002 0 0.004 0.035

b 0.029 0.018 0 −0.018 −0.036
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u
u�

¼ 1
k
ln

z
z0

� �
þ 1

k
ln

b20 þ 1
� 	

b0 þ 1ð Þ2
b2 þ 1
� 	

bþ 1ð Þ2
" #

þ 2 arctan bð Þ � arctan b0ð Þ½ �
( )
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

:

ð11:23Þ

With b0 ¼ 1� 15z0=Lð Þ0:25and b ¼ 1� 15z=Lð Þ0:25. The symbol arctan in the
last term is the arctangent function with a unit of radian.

11.2.6.4 Windrose

In reality, both speed and direction of the wind change over time in a region. Wind
roses provided by meteorological services can be used to take this variation into
consideration. It summarizes the incoming direction, speed and frequency of wind
at certain location. Note that the direction marked on the wind rose is the direction
from which wind blows.

11.3 Gaussian-Plume Dispersion Models

Gaussian air dispersion models are the most widely used for estimating the impact
of nonreactive air pollutants. A Gaussian-plume model can be used to predict the
downwind concentration resulting from the point source under a specific atmo-
spheric condition. It is a material balance model for a point source such as a power
plant stack. Admittedly it is a source emission from a small area, but this area is
small enough to be considered as a point comparing to the atmospheric environ-
ment of concern.

Gaussian model is a statistical model that shows the Gaussian distribution of
pollutant concentration over a period of time, 15 min or longer. It does not predict
the concentration in a plume at any instant, but rather the statistical distribution of
the pollutant concentration about the plume center line, which is a Gaussian dis-
tribution. As illustrated in Fig. 11.7, the instant plume appears like the shaded area,
but the time-averaged concentration may be different from what it appears to be at
that instant.

Now let’s derive the equation to show that the distribution is indeed a Gaussian
distribution. Referring to Fig. 11.7, consider a stack with an effective height of H
and the plume rise is (Dh ¼ H � h). The plume is subjected to a cross wind with a
speed of u. Set the origin of the coordinate system at the base of the stack, with the
x axis aligned in the downwind direction. The plume rises from the stack and then
travel in the x direction. Meanwhile it disperses along y and z directions.y direction
is not shown but pointed into the paper. To simplify the problem, the velocity u is
for now assumed to be independent of time, location, or elevation. Assume steady
state condition in the plume and the source emission rate is a constant _m (kg/s).
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11.3.1 General Gaussian Dispersion Model

Consider a cubic control volume DxDyDz along the center of the plume (z ¼ H).
Due to the complex nature of air dispersion by turbulent mixing, we may
approximate the flux of air pollutant being mixed across any surface by

j ¼ �D
oC
on

ð11:24Þ

where j ¼ flux of mass flow per unit area (kg/s·m2), C = concentration (kg/m3),
n = distance in the direction considered (normally x, y, or z) (m), D = turbulent
dispersion coefficient (m2/s).

The dimension of D is the same as that for molecular diffusivity or thermal
diffusivity. However, this does not mean that air dispersion is a result of thermal
diffusion or molecular diffusion. Therefore, the turbulent dispersion coefficient, D,
is also referred to as the eddy diffusivity. And, they are not necessarily the same for
x, y and z directions.

Then the net mass flow rate along x direction is described as the difference
through surfaces x and xþ Dx
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Fig. 11.7 Schematic representation of Gaussian plume dispersion
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DJx ¼ Cx � CxþDxð ÞuDyDzþ �Dx
oC
ox

� �
x
� �Dx

oC
ox

� �
xþDx

� �
DyDz ð11:25xÞ

DJx has a unit of kg/s.
The first term on RHS stands for the effect of wind and the second term for eddy

diffusion effect. Similar equations apply to y and z directions without wind effect,
and we have

DJy ¼ �Dy
oC
oy

� �
y
� �Dy

oC
oy

� �
yþDy

" #
DxDz: ð11:25yÞ

DJz ¼ �Dz
oC
oz

� �
z
� �Dz

oC
oz

� �
zþDz

� �
DyDx: ð11:25zÞ

The mass balance leads to increment of pollutant in the cubic volume over a
small period of time as

DC DxDyDzð Þ ¼ DJx þ DJy þ DJx
� 	

Dt ð11:26Þ

Substituting Eqs. (11.25x), (11.25y), (11.25z) into (11.26) leads to

DC
Dt

¼
Cx � CxþDxð Þuþ �Dx

oC
ox

� 	
x� �Dz

oC
oz

� �
xþDx

� �
Dx

þ
�Dy

oC
oy

� �
y
� �Dy

oC
oy

� �
yþDy

� �
Dy

þ
�Dz

oC
oz

� �
z
� �Dz

oC
oz

� �
zþDz

� �
Dz

ð11:27Þ

Taking the limit of an infinitesimally small cube and time interval, Eq. (11.27)
becomes

oC
ot

¼ �u
oC
ox

þ Dx
o2C
ox2

þ Dy
o2C
oy2

þ Dz
o2C
oz2

ð11:28Þ

Since Di is not necessarily the same for all the three directions, this equation
contains three D’s as Dx;Dy andDz for x, y, and z directions, respectively. Con-
sequently, the Gaussian plume equation above can be applied to one, two- or three-
dimensional analyses, whereas 1-D analysis is of less meaningful application, and
only 2-D and 3-D models will be introduced as follows.

If we assume, which is the cases we deal with most of the time,
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• steady state (oCot ¼ 0)
• x-direction transport by wind is much greater than that by eddy diffusion

(u oC
ox � Dx

o2C
ox2 )

Then Eq. (11.28) is further simplified as

u
oC
ox

¼ Dy
o2C
oy2

þ Dz
o2C
oz2

ð11:29Þ

Integrating Eq. (11.29) with the following boundary conditions

C ¼ 0 as x; y; z ! 1
C ! 1 at x; y; z ! 0

Dz
oC
oz

¼ 0 at z ! 0 and x; y[ 0 ðwall boundaryÞ
Z1

�1

Z1

0

uCðy; zÞdzdy ¼ _m at x[ 0 ðconservation of massÞ

we can get the air pollutant concentration at any point (x, y, z) as

Cðx; y; zÞ ¼ _m

2px
ffiffiffiffiffiffiffiffiffiffiffi
DyDz

p exp � u
4x

� � y2

Dy
þ z2

Dz

� �� �
ð11:30Þ

If we define

r2y ¼
2xDy

u
and r2z ¼

2xDz

u
ð11:31Þ

where ry and rz are the dispersion coefficients in the transverse (y) and vertical (z)
direction, respectively.

Equation (11.30) can be rearranged as

C x; y; zð Þ ¼ _m
2pryrz

1
u
exp � y2

2r2y
� z2

2r2z

" #
ð11:32Þ

In the preceding analysis, we have assumed the source of emission is at the
origin of the coordinate (z = 0). In reality, the actual emission source is at z = H,
therefore Eq. (11.32) shall be corrected as

C x; y; zð Þ ¼ _m
2pryrz

1
u
exp � y2

2r2y
� z� Hð Þ2

2r2z

" #
ð11:33Þ

332 11 Air Dispersion



Note that the dispersion coefficients are different at different distances from the
source. For the ease of programming, Briggs’ parameterization [5] for different
Pasquill stability classes is widely used in air dispersion modeling. They are
summarized in Table 11.4, where units of both x and r are meter.

These equations are best applicable to x\ 10;000 m and become unrealiable for
longer distances. They are not supposed to be used for distances greater than
30;000 m. The corresponding roughness lengths ðz0Þ are 3 cm and 1 m for rural and
urban sites, respectively [11]. These equations also show that Gaussian dispersion
coefficients along horizontal and vertical directions are not constants, and that they
vary at the distances downwind of a stack as a function of atmospheric stability.

Continue from Eq. (11.33), the air pollutant concentration at the plume center-
line can be determined by substituting y ¼ 0 and z ¼ H, into Eq. (11.33)

C x; y ¼ 0; z ¼ Hð Þ ¼ _m
2pryrzu

ð11:34Þ

Example 11.3: Gaussian plume model
In a bright sunny day, the wind speed is assumed to be 6 m/s and horizontal. A
power plant in a rural area with a stack of 100 m high continuously discharges SO2

into the atmosphere at a stable rate of 0.1 kg/s. The plume rise is 20 m. Ignoring the
chemical reactions in the atmosphere,

(a) estimate the SO2 concentration at the center of the plume 5 km downwind
from the stack.

(b) estimate the ground level SO2 concentration 5 km downwind
(c) plot the ground level concentration right under the plume along wind direction

from x = 2,000 m to x = 6,000 m

Table 11.4 Briggs parameterization for the dispersion coefficients

Stability class Open/Rural sites Urban/Industrial sites

ryðmÞ rz mð Þ ryðmÞ rzðmÞ
A 0:22xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 0:0001x
p 0:20x 0:32xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 0:0004x
p 0:24x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:001x

p

B 0:16xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p 0:12x

C 0:11xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p 0:08xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0002x

p 0:22xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0004x

p 0:20x

D 0:08xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p 0:06xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0015x

p 0:16xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0004x

p 0:14xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0003x

p

E 0:06xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p 0:03x
1þ 0:0003x

.
0:11xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 0:0004x
p 0:08xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 0:0015x
p

F 0:04xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p 0:016x
1þ 0:0003x
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Solution
First, determine the atmosphere stability using the Pasquill stability class described
in Table 11.1. It can be determined as class C stability. Note that this is still an
approximation because we are considering the wind speed to be uniform, which
may not be not the case in reality.

Anyways, with the class C stability the corresponding air dispersion coefficients
for rural area can be calculated using the equations in Table 11.4 as follows.

ry ¼ 0:11xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p ¼ 0:11� 5000ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001� 5000

p ¼ 449:1m

rz ¼ 0:08xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0002x

p ¼ 0:08� 5000ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0002� 5000

p ¼ 282:8m

(a) The concentration at the plume center 5 km downwind can be determined
using Eq. (11.33) with z-H = 0 and y = 0

C x; 0;Hð Þ ¼ _m
2pryrzu

¼ 0:1
2p� 449:1� 282:8� 6

¼ 2:09� 10�8ðkg=m3Þ ¼ 20:9ðlg=m3Þ

(b) The concentration on the ground right below the plume center at x = 5000 m
downwind is calculated using Eq. (11.33) with z = 0, y = 0 and H = 120:

C x; y; zð Þ ¼ _m
2pryrzu

exp � H2

2r2z

� �

¼20:9� exp � 1
2

120
282:8

� �2
" #

¼ 20:9� 0:914 ¼ 19:1ðlg=m3Þ

(c) The concentration at the ground right below the plume center at 2,000–6,000 m
downwind is calculated using Eq. (11.33) with z = 0, y = 0 and H = 120:

C x; y; zð Þ ¼ _m
2pryrzu

exp � H2

2r2z

� �

where

ry ¼ 0:11xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0001x

p

rz ¼ 0:08xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:0002x

p
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The plot is shown in Fig. 11.8.

The aforementioned analyses are applicable to simple cases where the following
factors are not considered.

• Varialbe plume rise
• Variable wind
• Mixing height
• Unstable release from source, i.e., puff effect

Improved models that take one or more of these factors into consideration are
introduced as follows.

11.3.2 Plume Rise

In addition to the effect of the meteorology on the plume dispersion itself, the plume
rise of a plume also depends on the meteorological parameters. As seen in Fig. 11.7,
the plume rises gradually and the centerline reaches its highest value eventually.
Several equations have been developed for plume rise, and the most widely used
ones are, again by Briggs [4] as follows.

Plume rise is a result of buoyancy and momentum. They are charaterized with
the following two parameters called buoyancy flux ðFBÞ and momentum fluxðFMÞ,
respectively.

FB ¼ 1� qs
qa

� �
d2s
4
gvs ð11:35Þ

FM ¼ qs
qa

� �
d2s
4
v2s ð11:36Þ
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Fig. 11.8 Calculated ground
level SO2 concentration based
on Gaussian dispersion model
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where the subscript s stands for stack, qs and qa are the densities of the stack
emission gas and the surrounding air, respectively. g ¼ 9:81 m/s2 is the gravita-
tional acceleration; vs is the vertical discharge speed of the emission gas from the
stack (m/s), which is assumed along þz direction. ds is the inner diameter of the
stack (m). The units of FB and FM are m4=s3and m4=s2, respectively.

A practical parameter is the flue gas temperature instead of the air density. Both
the stack emission gas and the surrounding air can be considered as ideal gases, and
both are under atmospheric pressure. From the relationship between density and
temperature described in Eq. (11.6), we have

qs
qa

¼ Ms

Ma

Ta
Ts

� Ta
Ts

ð11:37Þ

Despite the difference in molar weights of stack emission gas and the sur-
rounding air in the atmosphere, the difference of molar weights is much less than
that of temperature. Therefore, we can simplify the density ratio by ignoring the
molar weight ratio. In such a case, Eqs. (11.35) and (11.36) become

FB ¼ 1� Ta
Ts

� �
d2s
4
gvs ð11:38Þ

FM ¼ Ta
Ts

� �
d2s
4
v2s ð11:39Þ

When both buoyancy and momentum determine the plume rise, the transitional
plume rise is described as

Dh ¼ 25
3
FM

u2
xþ 25

6
FB

u3
x2

� �1=3

ð11:40Þ

where u is the average wind speed at the stack height (m/s), x is the downwind
distance away from the stack (m).

When one is dominating over another, the equation can be further simplified.
When the plume temperature is much greater than that of the surrounding atmo-
sphere temperature, the plume is mostly buoyancy-dominant, especially those from
a power plant because the emission stream is hotter than the ambient air (Ts [ Ta).
For a buoyancy dominating plume, the transitional plume rise is

Dh ¼ 25
6
FBx2

u3

� �1=3

ð11:41Þ
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In reality, the plume rise stops at certain height, and the maximum plume rise is
achieved at a critical distance of xc. The critical distance can be estimated using

xc ¼ 49F5=8
B for FB\55m4=s3

119F2=5
B for FB [ 55m4=s3

(
ð11:42Þ

And the corresponding maximum plume rise is

Dhm ffi 21:4 F3=4
B
u for FB\55m4=s3

38:7 F3=5
B
u for FB [ 55m4=s3

8<
: ð11:43Þ

In Example 11.3, we used the maximum plume rise for calculation. The actual
ground-level concentration can now be predicted with improved accuracy if we
consider the local plume rise.

Example 11.4: Plume rise
Consider a power plant stack with a diameter of ds ¼ 1:2 m and the stack emission
gas is discharged at the speed of vs ¼ 5m=s. Assume horizontal wind speed
u ¼ 1:1 m=s, and surrounding air temperature is Ta ¼ 300K. Plot the plume rise
downwind the emission source for discharge temperature of Ts ¼ 500K.

Solution
Since the from a power plant is buoyancy-dominant plume, we only consider the
buoyancy flux

FB ¼ 1� Ta
Ts

� �
d2s
4
gvs ¼ 1� 300

500

� �
1:2
2

� �2

9:81� 1:1 ¼ 7:063m4=s3

Since FB \ 55m4=s3 the corresponding maximum plume rise is calculated using

Dhm ¼ 21:4
u

F3=4
B ¼ 84:3m

For Te ¼ 500K, the transitional plume rise can then be determined using

Dh ¼ 25
6
FB

u3
x2

� �1
3

¼ 25
6
� 7:063

1:13
x2

� �1
3

¼ 22:11x2
� 	1=3

Figure 11.9 is produced using Dh ¼ 22:11x2ð Þ1=3 with a cap of Dhm.
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11.3.3 Plume Downwash

Opposite to plume rise, a plume may drop due to the interaction between the plume
and the atmosphere near the stack. This is called plume downwash. Plume down-
wash may result in an increase of ground-level air pollutant concentrations, because
of the lower final plume height and decreased buoyancy in case of buoyant emis-
sions. Canepa [7] gave a comprehensive overview about the studies of downwash
effects in air dispersion.

As shown in Fig. 11.10, a stack downwash is a result of the wake downwind of
an emitting stack due to the stack itself. Stack downwash is not a big problem for
tall and large utility and industrial stacks, but it is important for short stacks because
of the low wind speed at lower elevation.

There are many models developed over the past 70 years for plume downwash,
and the basics are introduced as follows. Generally speaking, stack downwash
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effect becomes important when the exit gas speed is less than 1.5 times the wind
speed, vs\1:5 u. However, low effluent speed does not necessarily cause stack
downwash. Bjorklund and Bowers [6] proposed the following procedure to cal-
culate the final plume rise of a buoyant plume with stack downwash.

Dh0m ¼ fDhm ð11:44Þ

where Dhm is the final plume rise without stack downwash effect determined using
Eq. (11.40). f is the correction factor to the plume rise due to stack downwash. The
correction factor depends on the Froude number ðFrÞ of the stack emission gas and
the square of Fr is

Fr2 ¼ v2s
gds

Ta
Ts � Tað Þ ð11:45Þ

where Ta is the temperature of ambient air surrounding the top of the stack. The
correction factor can be determined using Eq. (11.46).

f ffi
1 for vs [ 1:5 u OR Fr2\3
3 1� u

vs

� �
for u\vs 	 1:5 u AND Fr2 
 3

0 for vs 	 u AND Fr2 
 3

8><
>: ð11:46Þ

11.3.3.1 Building Downwash

A building downwash occurs when the plume is near a building and is brought
downward by the flow of air over and around the building. To understand the
building downwash and related plume drop, we have to understand some basic fluid
dynamics. As illustrated in Fig. 11.11, consider a building block attacked by a
horizontal air flow, there are aerodynamic cavity zones produced around the
building: one is the separation zone on the roof, and another cavity zone behind the
building. Sometimes they may merge into one large cavity covering both roof and
downwind the building, depending on the wind speed and the surrounding

Cavity
Wake

Wake boundary

Displacement zone boundary

Fig. 11.11 Schematic representation of building downwash
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environment. A vortex at the front side of the building does not affect the plume as
much as the roof-top and rear-side separation zones.

Mathematically, empirical equations are given by Hanna et al. [12] for predicting
the wake effect on the plume entrance. As a widely accepted safe engineering
practice, it is simple to follow the rule of thumb that stack height ðhÞ is 2.5 times the
height of the heightest building nearby.

h[ 2:5HB ð11:47Þ

where HB is the height of the building.

11.3.4 Ground Surface Reflection

We did not consider the boundaries in the analysis above. Most of the time, we are
interested in concentrations at ground level for the protection of human beings and
their properties. Although mathematically we could continue the calculation for
z\0, it is physically wrong because air pollutants cannot enter underground by
eddy dispersion. In this case, the ground acts as a wall in the computational domain
and we have to consider the wall effect.

If we ignore the deposition at the ground surface, it is commonly assumed this
wall to be reflective like a mirror. As illustrated in Fig. 11.12, the reflects at the
surface as if there was an underground mirrored source. Mathematically, the con-
tribution of the mirror source is calculated using Eq. (11.33) by replacing z� Hð Þ2
with zþ Hð Þ2 (Fig. 11.12).

physical source

mirror source

Fig. 11.12 Plume reflection on the ground surface
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Combining both the real and the mirrored plumes, Eq. (11.33) becomes

C x; y; zð Þ ¼ _m
2pryrzu

exp � y2

2r2y

" #
exp � z� Hð Þ2

2r2z

" #
þ exp � zþ Hð Þ2

2r2z

" #( )
:

ð11:48Þ

Again, if we are interested in ground-level concentrations and we can substitute
z ¼ 0 into this equation, then we have

C x; y; 0ð Þ ¼ _m
pryrzu

exp � y2

2r2y

" #
exp � H2

2r2z

� �
: ð11:49Þ

Similarly we can estimate the ground-level concentration under the centerline of
the plume with y ¼ z ¼ 0. Then the equation is further simplified as

C x; 0; 0ð Þ ¼ _m
pryrz

1
u
exp � H2

2r2z

� �
: ð11:50Þ

11.3.5 Mixing Height Reflection

Mixing height is another important factor that affects air dispersion; it sets the upper
boundary limit to the dispersion of air pollutants. Air pollutants released at ground
level will be mixed up to the mixing height, but not above it because of the
extremely stable atmosphere above the mixing height. There is no upward air
motion above the mixing height. The troposphere-stratosphere boundary in atmo-
sphere is a typical natural mixing-height as a result of temperature inversion. It
varies with location and time of the year.

Typical values of mixing heights are in the order of 100–1,000 m. For example,
Table 11.5 shows typical values of the mixing height for contiguous United States
[13].

Fig. 11.13 Plume reflection
on the mixing height

11.3 Gaussian-Plume Dispersion Models 341



Local mixing heights can be measured using special devices, although they are
not done as frequently as needed. Therefore, empirical equations are proposed for
air dispersion modeling purpose as follows.

For neutral atmosphere, the mixing height can be estimated using Eq. (11.51)

zmix ¼ C0
u�

2XsinU
ðNeutral atmosphereÞ ð11:51Þ

where C0 is a coefficient that varies from 0.2 to 0.4 [10]; u� is the friction speed.
The term 2X � sinUð Þ in the denominator stands for the Coriolis force because of
the rotation of the Earth. X ¼ 7:27� 10�5rad=s [18] is the angular speed of the
Earth and U is the latitude where the air is of concern.

There are a few options for non-neutral atmosphere over the time, one simple yet
practical empirical equation was proposed by Venkatram [20] for stable conditions

zmix ¼ Csu1:5� ðStable atmosphereÞ ð11:52Þ

where Cs ¼ 2;400 m0:5s1:5 with u� in m/s and zmix in m. The calculation of the
mixing height for unstable conditions can be calculated using the following
equation [22].

zmix ¼ Cu
u1:5�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L 2XsinUð Þ3
q ðUnstable atmosphere) ð11:53Þ

This equation shows that zmix / u1:5� under unstable conditions. The trend agrees
with that for stable condition described in Eq. (11.52). However, the coefficient Cu

requires the knowledge of heat transfer q from the ground to the air. The analysis is
very complex and readers are referred to state-of-the-art literature for in-depth
analysis.

As the plume moves downwind, it eventually spreads wide enough to reach the
mixing height zmix, which is the upper limit of the computation domain. Then the
air pollutant will no longer spread vertically, but transport horizontally only.
However, at a location that is close to the mixing height, we can consider it as a
refection wall (Fig. 11.13). And the actual air pollutant concentrations along the
mixing height should be higher than one would get by using Eq. (11.33).

Table 11.5 Typical mixing heights for the contiguous United States

Time Mixing height (m)

Minimum Maximum Average

Summer morning 200 1,100 450

Summer afternoon 600 4,000 2,100

Winter morning 200 900 470

Winter afternoon 600 1,400 970
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To take both mixing height and the ground surface effects into consideration, the
term for vertical dispersion is further refined in the Gaussian dispersion model and it
leads to

C x; y; zð Þ ¼ _m
2pryrzu

exp � y2

2r2y

" #

Xj¼1

j¼�1
exp � z� H þ 2jzmixð Þ2

2r2z

" #
þ exp � zþ H þ jzmixð Þ2

2r2z

" #( ) ð11:54Þ

where zmix ¼ mixing height; in practice, Eq. (11.54) can be limited to j ¼ �1; 0;þ1
for values from rz to zmix. When rz [ zmix, the plume reflects between the mixing
height and the ground surface. After a few reflections, the air can be considered as
completely mixed along vertical direction. Then we can estimate the perfectly
mixed concentration by

C x; yð Þ ¼ _mffiffiffiffiffiffi
2p

p
ryzmixu

exp � y2

2r2y

" #
for rz [ zmix: ð11:55Þ

11.4 Gaussian Puff Models

We have assumed in the Gaussian models that the wind speed is constant (or used
average wind speed) and the emission source is continuous and steady. When the
wind is variable or the emissions source is not steady, we have to employ another
type of model for air dispersion analysis. It is called Gaussian Puff Model. Unlike
the plume models, puff models work for low wind speed conditions. They also can
handle the change of wind directions over time by coupling with wind rose.

The Gaussian puff models can be derived in a Lagrangian frame reference, a
frame that is attached to the center for the puff. Consider a cubic control volume
along the center of the plume (z ¼ H). Equation (11.25x) becomes

DJx ¼ �Dx
oC
ox

� �
x
� �Dx

oC
ox

� �
xþDx

� �
DyDz ð11:56Þ

Equations (11.25y) and (11.25z) remain the same. With Eqs. (11.25y), (11.25z),
and (11.56), Eq. (11.28) becomes

oC
ot

¼ Dx
o2C
ox2

þ Dy
o2C
oy2

þ Dz
o2C
oz2

ð11:57Þ

11.3 Gaussian-Plume Dispersion Models 343



Consider an instantaneous short-term release of air pollutant from a stack, where
the mass of air pollutant released is mðkgÞ. Integrating Eq. (11.57) with the
boundary conditions

C ! 0 as t ! 1; x; y; z
 0

C ! 0 as t ! 0; x; y; z[ 0
Z1

0

Z1

�1

Z1

�1
Cdxdydz ¼ m ðconservation of massÞ

leads to

C x; y; z; tð Þ ¼ m

4ptð Þ32 DxDyDz
� 	1

2

exp � 1
4t

x2

Dx
þ y2

Dy
þ z2

Dz

 !" #
ð11:58Þ

Similar to Eq. (11.31), we define

r2i ¼ 2Dit i ¼ x; y; z ð11:59Þ

and Eq. (11.58) can be rewritten in another form as

C ¼ m

2pð Þ3=2rxryrz
exp � x2

2r2x

� �
exp � y2

2r2y

" #
exp � z� Hð Þ2

2r2z

" #
: ð11:60Þ

When not available, the x-direction dispersion coefficient can be approximate
using rx � ry because they both are for horizontal directions.

The Gaussian puff model is useful in safety analysis of accidental release of air
pollutants and other chemicals rather than a continuous release of air pollutants.
Readers are referred to the literature for in-depth understanding of these topics.

Corresponding computer programs have been developed for different models
and they are widely available at government agencies and consulting firms, case by
case. However, users of any air dispersion models must be advised that they are for
estimates with differences from actual observations as a result of inversion aloft,
short-term fluctuations, inversion breakup fumigation, etc. Advanced dispersion
models aiming at these additional topics are available in literature and readers are
suggested to explore them as needed.

11.5 Practice Problems

1. An air parcel temperature is 300 K and the surrounding atmosphere temperature
is 280 K, what is the acceleration of this air parcel at this location? Assume air
pressure p = 1 atm.
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2. On a clear day at night, the wind speed measured at 10 m above the ground is
4 m/s, what is the stability class of the atmosphere? And calculate the wind
speed at 100 m high.

3. In a city center with different buildings, the wind speed measured at 10 m height
is 4 m=s under neutral condition. What is the wind speed at 50 m high?

4. The wind speed at 10 m high under neutral condition is 5.5 m/s, estimate

(a) the wind speed at the stack height of 200 m?
(b) the mixing height with C0 ¼ 0:3

5. Consider a power plant stack with a diameter of ds ¼ 2 m and the stack emission
gas is discharged at a speed of vs ¼ 5m=s. Assume wind speed u ¼ 2 m/s, and
surrounding air Ta ¼ 290K: Plot the plume rise downwind the emission source
for discharge temperature of Ts ¼ 450K:

6. Same as that described in Problem 4 above, the power plant in a rural area has a
stack of 200 m high with an inner diameter of 2 m. continuously discharge SO2

into the atmosphere at a concentration of 100 mg/m3. The discharge air flow rate
is 2 million m3/hr. On a slightly sunny day, the wind speed at 10 m high is about
5.5 m/s. Ignore the chemical reactions in the atmosphere, and estimate

(a) SO2 concentration at the center of the plume 4 km downwind from the
stack.

(b) ground level SO2 concentration 4 km downwind
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Part III
Special Topics



Chapter 12
Carbon Capture and Storage

12.1 Background Information

It has been accepted globally that carbon dioxide and several other gases known as
greenhouse gases (GHGs) are causing global climate change by changing the
physical and chemical processes in the Earth’s upper troposphere and stratosphere.
An independent record of the global average surface temperature shows that global
warming is a fact of the past 130 years [5]. Although existing data published by
different researchers differ from each other as a result of their data selection, pro-
cessing, and bias corrections, they are leading to the same conclusion that global
surface temperature has increased by 0.6–0.7 °C over the past century.

GHGs allow solar energy to enter the atmosphere freely. When sunlight strikes
the surface of the Earth, some of the solar energy returns to space by reflection of
infrared radiation. GHGs also absorb this infrared radiation and trap the heat in the
atmosphere. If the amount of heat (or solar energy) from the Sun to the Earth’s
surface is the same as that leaving the Earth’s surface to space, then the temperature
of the Earth’s surface remains stable. This perfect balance allows life to sustain on
planet Earth.

However, there is an uncertainty in how the climate system varies naturally and
reacts to extra GHGs. Making progress in reducing uncertainties in projections of
future climate will require an understanding of the buildup of GHGs in the atmo-
sphere and the behavior of the climate system.

The most important GHGs include carbon dioxide (CO2), methane (CH4), and
nitrous oxide (N2O). However, the most abundant greenhouse gas in the atmo-
sphere is actually water vapor, which doubles the greenhouse effects caused by all
the other GHGs. Some of the GHGs exist in nature and they include water vapor,
carbon dioxide, methane, and nitrous oxide; others are exclusively human-made
such as fluorinated gases are created solely by human activities. This is referred to
as the “enhanced greenhouse effect” or the “anthropogenic greenhouse effect” as it
is primarily due to the human activities.
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Table 12.1 gives six leading GHGs that are under discussion in international
climate change negotiations: CO2, N2O, CH4, hydrofluorocarbons (HFC), perflu-
orocarbons (PFC), and sulfur hexafluoride (SF6). All the GHGs do not contribute
equally to the global climate change, therefore, global warming potential (GWP) is
used to quantify the contribution to global warming for a unit mass of greenhouse
gas, taking carbon dioxide as a reference with GWP = 1. More detailed information
such as the calculation of GWP and lifetime of GHGs can be found in the IPCC
[32] Report. The GWPs of other GHGs are higher than CO2, due to difference in
lifetime and radiation absorption behavior in the atmosphere. For example, the
GWP of SF6 is 23,900 times that of CO2 due to its great stability and persistence. Its
lifetime in atmosphere is estimated to be 3,200 years, making it the strongest GHG
known today.

However, over all CO2 is responsible for most of the greenhouse effect, only
second to water vapor, due to its large total quantity. SF6 contributes to approxi-
mately 0.1 % of the enhanced greenhouse effect.

CH4 emissions mainly result from landfills, agriculture, coal mining, oil, and gas
handling and processing. One of the solutions to this problem is to capture the CH4

emission in a controlled environment, e.g., an anaerobic digester, and burn it into
CO2 to reduce its greenhouse effect. The chemical reaction is described as

CH4 þ 2O2 ! CO2 þ 2H2O ð12:1Þ

This reaction shows that one mole of CH4 produces the same mole amount of
CO2. It, however, reduces the greenhouse effect by 20 times. And this is also the
motivation behind flaring in the oil and gas industry.

N2O emissions result from agriculture, chemical plants such as nitric acid or
nylon processing units, and combustion processes. Fluidized bed combustion
(FBC) is the most problematic with respect to N2O emissions. Coal-fired FBC emits
50–150 times higher N2O than pulverized coal firing plants. Vehicles emit more
N2O than stationary sources; a typical passenger car emits 20 mg/km N2O in
addition to 50 mg/km CH4.

HFCs and PFCs are synthetic chemicals, produced as alternatives for the ozone-
depleting chlorofluorocarbons (CFCs) in response to the “phase out” of CFCs under
the Montreal protocol of 1987. HFC-134a is the major substitute for CFCs in
refrigerators.

Table 12.1 Six leading
GHGs and their GWPs
(excluding water vapor)

GHG name Formula GWP

Carbon dioxide CO2 1

Methane CH4 21

Nitrous oxide N2O 310

Hydrofluorocarbons HFC 140–11,700

Perfluorocarbons PFC 7,400

Sulfur hexafluoride SF6 23,900

Source EIA [21]
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Levels of GHGs have increased dramatically since the industrial revolution. For
example, about 75 % man-made carbon dioxide emissions were from burning fossil
fuels during the past 20 years. About 3.2 billion metric tons is added to the
atmosphere annually. The U.S. produces about 25 % of global CO2 emissions
where 85 % of the US energy is produced through fossil fuel combustion [32].
Global carbon dioxide emissions continue increasing annually between 2001 and
2025, and the emerging economies (China and India, for example) contribute to
much of the enhanced GHG effect. These developing countries’ GHG emissions are
expected to grow at 2.7 % annually by 2025 [22].

Combustion is the major source for the increase of CO2 in the atmosphere. It can
be concluded that reduction of CO2 emissions from fossil fuel combustion will have
the largest impact on GHG emissions. In this chapter, we focus primarily on
approaches to CO2 emission control. Readers are referred to the literature for the
approaches to the GHG emission control.

12.2 CO2 Generation in Combustion

According to IPCC [30–32] data, CO2 emissions from large fossil fueled power
plants account for half of the total carbon emissions. Other sources include
industrial processes such as cement production, integrated steel mills, and oil-gas
refinery. The mechanisms of CO2 generation in combustion processes have been
introduced in Parts I and II, and it is briefly summarized as follows for readers who
are interested in this chapter only.

Stoichiometric combustion process of a hydrocarbon fuel CaHb perfectly mixed
with oxygen can be described as

CaHb þ aþ b
4

� �
O2 ! aCO2 þ b

2
H2O ð12:2Þ

Thus the stoichiometry of a general hydrocarbon CaHb mixed with dry air
perfectly can be described by the following formulas:

CaHb þ 1
/

aþ b
4

� �
O2 þ 3:76N2ð Þ ! aCO2 þ b

2
H2Oþ 3:76

/
aþ b

4

� �
N2 ð12:3Þ

where / is the equivalence ratio.
The fuel-lean reaction formula for the combustion of CaHb perfectly mixed with

excess air is

CaHb þ 1
/

aþ b
4

� �
O2 þ 3:76N2ð Þ

! aCO2 þ b
2
H2O þ 3:76

/
a þ b

4

� �
N2 þ 1

/
�1

� �
a þ b

4

� �
O2

ð12:4Þ
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As introduced in combustion chemistry above, it is very challenging in engi-
neering practices to achieve perfect mixing in the entire combustion device. Stoi-
chiometric, fuel lean, and fuel rich combustion take place at different spots in the
combustion device. As a result, the actual combustion formula is very complicated.
One example formula is

CaHbþ 1
/

aþ b
4

� �
O2þ3:76 N2ð Þ

! xCO2þ 1� xð ÞCO½ � þ yH2O + 1�yð ÞH2½ �þ 3:76
/

aþ b
4

� �
N2

þ 1
/

aþ b
4

� �
� 1þ xþ y

2

� �
O2

ð12:5Þ

where x and y in Eq. (12.5) can be determined by considering the chemical equi-
librium reactions. The general chemical equilibrium formula for the reaction aAþ
bB $ cC þ dD is described in Eq. (12.6)

Kp ¼ ncCn
d
D

naAn
b
B

P
n

� �Dn

ð12:6Þ

where Dn ¼ c� d � a� b: The chemical equilibrium constants based on partial
pressure for chemical reactions with CO2 and CO, lnðKPÞ, can be found in
Table 12.2.

With the products described in Eq. (12.5), we can consider chemical equilibrium
reactions to solve the unknowns of x and y.

Example 12.1: CO2 emission rate calculation
Natural gas is fed into a burner at a rate of 1,000 m3/h at 1 atm and 25 °C.
Assuming that the air is premixed with / ¼ 1, and the final products at equilibrium
under 1,000 K and 1 atm contain O2, N2, CO2, CO, H2O, and H2, determine the
emission rate of CO2 generation.

Solution
Assuming the natural gas is pure methane, with / ¼ 1; a¼ 1 and b¼ 4 Eq. (12.5)
becomes

CH4 þ 2 O2 þ 3:76N2ð Þ

! xCO2 þ 1� xð ÞCO½ � þ yH2O þ 1 � yð ÞH2½ � þ 7:52N2 þ 3 þ x þ y
2

� �
O2
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For each mole of CH4, the total mole amount of products is

n ¼ 11:02þ xþ y
2

Consider two equilibrium reactions as follows:

CO2 þ H2 $ COþ H2O ð1Þ

CO2 $ CO þ 1=2O2 ð2Þ

The chemical equilibrium constants at 1,000 K can be found in Table 12.2.

KP1 ¼ e�0:366 ¼ 0:6935 ¼ ð1 � xÞy
xð1 � yÞ

KP2 ¼ e�23:529 ¼ 6:046 � 10�11 ¼ 1 � x
x

3þ xþ y
2

� �1=2
11:02 þ xþ y

2

� �1=2

Table 12.2 Equilibrium constants based on partial pressure for chemical reactions with CO2 and
CO

T (K) ln(Kp)

CO2 þ H2 $ COþ H2O CO2 $ CO + 1=2O2

298 −11.554 −103.762

500 −4.9252 −57.616

1,000 −0.366 −23.529

1,200 0.3108 −17.871

1,400 0.767 −13.842

1,600 1.091 −10.83

1,800 1.328 −8.497

2,000 1.51 −6.635

2,200 1.648 −5.12

2,400 1.759 −3.86

2,600 1.847 −2.801

2,800 1.918 −1.894

3,000 1.976 −1.111

3,200 2.022 −0.429

3,400 2.061 0.169

3,600 0.701

3,800 1.176

4,000 1.599
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Reorganizing the equations leads to

x ¼ 1

1þ 0:6935 1�y
y

� 	
1� x
x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ xþ y

22:04þ xþ y

s
¼ 6:046 � 10�11

8>>>>><
>>>>>:

Solving these equations with the assistance of software we can get

x � y � 1; 1� x ¼ 1:32� 10�10; 1� y ¼ 1:91� 10�10

The extremely low CO and H2 concentration is a result of stoichiometric
combustion at high temperature. Anyway, for each mole of CH4, there is about
1 mol of CO2 produced. At 1 atm and 25 °C, one mole of gas corresponds to
0.248 m3/mol. Thus, the CH4 feeding rate is 4032.26 mol/h. As a result, the CO2

production rate is the same as 4032.26 mol/h, or

_mCO2 ¼ 44
kg

kmol
� 4:032

kmole
h

¼ 177:42 kg/h

12.3 General Approaches to Reducing GHG Emissions

Enhanced global warming effects can be reduced by reducing the emission of CO2

and other GHGs. Emission reductions of CO2 can be accomplished by a combi-
nation of several of the following approaches:

• Improved energy conversion efficiency in stationary and mobile combustion
processes.

• Supply and end-use efficiency improvement and conservation.
• Shift to alternative energy sources, which have been introduced in Chap. 8.

They are effective in air pollution control as well as carbon emission reduction.
• Carbon capture and storage (CCS).

Carbon emissions of CO2 are inevitable as long as hydrocarbon fuels are used
for energy conversion. However, more efficient combustion processes may produce
less CO2 per unit power generated. The CO2 emissions per kWh power generated
from a low efficiency coal-fired boiler may be 4 times that from a natural gas-fired
gas turbine combined cycle plant (NGCC).

End-use efficiency improvements and energy conservation are the simplest and
most cost-effective approaches to reduce carbon emissions and other air pollutants.
For example, in the residential and commercial sectors, it can be achieved by
reducing heating and air conditioning consumptions, better insulations, lowering
hot water consumption, replacement of incandescent with fluorescent lighting, and
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so on. It is estimated that in the residential-commercial sector in USA, by the year
2010, carbon emissions could be reduced by 10.5 % below 1990 levels with
cost-effective conservation measures.

The follow sections focus on CCS.

12.4 Carbon Capture Processes

CCS refers to a number of technologies that capture CO2 at some stage from
processes such as combustion (most for power generation), gasification, cement
manufacture, iron and steel making, and natural gas treatment. We introduce CCS
in a generic way using combustion as main examples. Similar approaches can be
taken for other industrial processes as well.

Like approaches to other air emission control, carbon capture can be achieved by
pre-, in-, and post-combustion gas separation. The following topics are introduced
in the section that follows.

• Pre-combustion carbon capture

– Gasification and IGCC

• In-combustion carbon capture

– Oxyfuel combustion
– Chemical-looping combustion

• Post-combustion carbon capture

– CO2 capture from flue gas
– CO2 capture from atmosphere

12.4.1 Pre-combustion Carbon Capture

Pre-combustion carbon capture process is associated with the integrated gasification
combined cycle (IGCC) [49]. Figure 12.1 shows the simplified process of IGCC
with pre-combustion CO2 capture. It is achieved by converting primary fossil fuels
into hydrogen fuel. Hydrogen can be produced by partial oxidation of primary fuel
for syngas followed by water shift and syngas purification, where CO2 and other
impurities are removed.

12.4.1.1 Syngas Production

Partial oxidation of a primary fuel is a highly fuel rich combustion process as described
in Eq. (12.5). Since the process aims at the conversion of solid fuels into gaseous
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products, it is commonly called gasification. Unlike a conventional combustion pro-
cess where we expected as little CO and H2 as possible, the gasification process aims
to maximize the production of CO and H2, which are the main compounds of syngas.
Since the partial oxidation temperature is much lower than that required for ther-
mal NOx formation, the produced syngas is mainly a mixture of CO and H2 with other
trace amounts of impurities such as NH4, H2S, SO2, and particulates.

Advanced gasification process employs oxygen as an oxidant in order to reduce
nitrogen-introduced impurities, and the overall reaction can be described as

CaHb þ 1
/

aþ b
4

� �
O2 ! xCO2 þ 1� xð ÞCO½ � þ yH2O + 1� yð ÞH2½ � þ zO2

ð12:7Þ

Oxygen is usually produced by separation of nitrogen from the air in an air
separation unit (see Fig. 12.1). In return, the formation of thermal NOx is
minimized.

One way or another, an ideal partial oxidation process should aim at x; y ! 0.
In practice, solid fuels (e.g., coal and biomass) and methane are used for partial

oxidation. When solid fuels are used, the corresponding simplified chemical reac-
tions are described as follows:

C sð Þ þ 1
2
O2 ! CO Carbon partial oxidation ð12:8Þ

C sð Þ þ H2O ! CO + H2 Carbon steam reaction ð12:9Þ

Fig. 12.1 Simplified IGCC with pre-combustion CO2 capture process
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C sð Þ þ CO2 ! 2CO Boudouard reaction ð12:10Þ

Partial oxidation of methane can be described as

CH4 þ 1
2
O2 ! CO + 2H2 Methane partial oxidation ð12:11Þ

CH4 þ H2O ! CO + 3H2 Steam methane reaction ð12:12Þ

The steam-methane reaction is effective in the temperature range of 700–950 °C
at 1.4–4 MPa. Under these conditions, 70–80 % of the methane can be converted
into hydrogen in one single reactor.

The syngas can be directly burned for energy production where CO is converted
into CO2 by oxidation, but water–gas shift (WGS) is necessary to facilitate pre-
combustion carbon capture. The CO produced in partial oxidation process even-
tually is converted into CO2 by the WGS reaction

CO + H2O ! H2þCO2 ð12:13Þ

Typical syngas composition after WGS is shown in Table 12.3. The high con-
centration of CO2 favors effective CO2 capture.

By the WGS reaction over 90 % of the carbon exist as CO2. For the processes
aiming at high purity H2, CO2 removal efficiency has to be improved. This is
achieved commonly by multiple CO2 removal units.

Table 12.3 Composition of typical gases subjected to pre-combustion and post-combustion CO2

separation

Gases Mole fraction

Pre-combustion syngas after WGS reaction Post-combustion flue gas

CO2 37.7 % 10–15 %

H2O 0.14 % 5–10 %

H2 55.5 %

NOx <1,000 ppm

SOx <1,000 ppm

O2 3–4 %

CO 1.7 % 20 ppm

N2 3.9 % 70–75 %

H2S 0.4 %

Temperature 40 °C 40–75 °C

Pressure 30 atm 1 atm

Sources D’Alessandro et al. [17] and Ramdin et al. [49]

12.4 Carbon Capture Processes 357



12.4.2 In-combustion Carbon Capture

12.4.2.1 Oxyfuel Combustion

In-combustion carbon capture is achieved primarily by oxyfuel combustion. Oxy-
gen rather than air is used as oxidizer in combustion. Then the main combustion
products, as described using Eq. (12.2), are CO2 and water. Depending on the fuel
composition, there may be SO2, NOx and others, but thermal NOx is greatly
reduced. As a result, the CO2 can be readily separated from water and other trace
compounds for transport and storage.

The oxyfuel combustion process is a promising concept but still under research
and development (R&D). The fuels fed into an oxyfuel combustion system can be
natural gas, biomass, or coal. A simplified schematic diagram of oxyfuel com-
bustion with CO2 capture process is shown in Fig. 12.2. Unlike conventional
combustion technologies, this process utilizes oxygen instead of air as the oxidant,
thereby eliminating nitrogen in the downstream separation. The corresponding
simplified combustion stoichiometry is described using

CaHb þ aþ b
4

� �
O2 ! aCO2 þ b

2
H2O ð12:14Þ

Example 12.2: Oxyfuel computation flame temperature
In Sect. 3.5.1, we calculated the adiabatic flame temperature of CH4 burned with air
at 298 K, when they are premixed perfectly with an equivalence ratio of 1.0 and the
combustion is complete. Now let us redo the calculation using pure oxygen instead
of air. Determine the corresponding constant pressure adiabatic flame temperature.

Solution
First of all, set up stoichiometric combustion reaction equation, using the methods
introduced in Sect. 3.4,

CH4 þ 2O2 ! CO2 þ 2H2O

Fig. 12.2 Schematic diagram of the oxyfuel combustion process for CO2 capture
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For an adiabatic constant pressure system, with the reactant temperature of
TR = T0 = 298 K, the left-hand side (LHS) of Eq. (12.15)X

R

ni aiðTR � 298KÞ þ bi
2
ðT2

R � ð298KÞ2
� �

þ hof ;i

� �

¼
X
P

ni aiðTa � 298KÞ þ bi
2
ðT2

a � ð298KÞ2
� �

þ hof ;i

� � ð12:15Þ

becomes

LHS ¼ hof ;CH4
þ 2hof ;O2

ð1Þ

The right-hand side (RHS) of the equation is simplified as

RHS ¼ aCO2ðTa � 298KÞ þ bCO2

2
ðT2

a � ð298KÞ2
� �

þ hof ;CO2

� �

þ 2 aH2OðTa � 298KÞ þ bH2O

2
ðT2

a � ð298KÞ2
� �

þ hof ;H2O

� � ð2Þ

Looking into Table A.4, we can get the parameters needed (Table 12.4)
Substituting these values into Eq. (1) and Eq. (2) leads to

LHS ¼ �74;980 J=moleð Þ

RHS ¼ 44:3191ðTa � 298Þ þ 0:0073
2

ðT2
a � ð298 KÞ2

� �
� 394;088

� �

þ 2 32:4766ðTa � 298KÞ þ 0:00862
2

ðT2
a � ð298KÞ2

� �
� 242;174

� �

Simplification of the equation gives

0:01227T2
a þ 109:2723 Ta � 837109 ¼ 0

Solving this equation we can get, Ta = 4930.8 K. This calculated value is much
higher that air-fuel combustion: Ta ¼ 2341K.

Table 12.4 Parameters used in Example 1.22

Species hof ;i (J/mole) Cp(T) (J/mole · K)

ai bi
CO2 −394,088 44.3191 0.0073

H2O −242,174 32.4766 0.00862

O2 0 30.5041 0.00349

CH4 −74,980 44.2539 0.02273
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Although it is only estimation, the comparison does show that the oxyfuel
combustion flame temperature is higher than that of conventional combustion with
air. As a result, the boiler of the oxyfuel combustion process requires special
materials that can survive extreme temperature.

Another concern of the oxyfuel combustion process with sulfur containing fuels
is the high SOx concentration without the dilution of nitrogen, resulting in high
corrosion on the ducts. Extra costs are associated with concentrated oxygen pro-
duction by costly air separation units.

The benefit is a simple process for carbon capture after combustion. Without
nitrogen and NOx in the flue gas, it contains mainly H2O and CO2. After the
removal of soot and SO2, if any, CO2 can be readily separated from water vapor by
condensation in a cooler. This highly concentrated CO2 is ready for transportation
and storage.

12.4.2.2 Chemical Looping Combustion

Similar to oxyfuel combustion, chemical-looping combustion is an emerging
combustion process that is attractive for the benefit of carbon capture. This idea was
first introduced by Lewis and Gilliland [38] as a way to produce pure CO2 from
fossil fuels. Thirty years later, Ishida et al. [33] proposed the use of chemical-
looping combustion for power generation with climate mitigation. Figure 12.3
shows an example schematic diagram of chemical-looping combustion based on
circulating fluidized bed principle. Most of the state of the art focuses on gaseous
fuels reacting with oxygen carrier. Similar principles can be applied to the oxidation
of the vapors of liquid fuels and volatiles released from solid fuels.

The combustion in the fuel reactor takes place following different reaction steps.
The oxygen-needed is released from the oxygen-carrier (MexOy) at high
temperature.

2MexOy $ 2MexOy�1 þ O2 ð12:16Þ

Fig. 12.3 Schematic diagram
of the chemical looping
combustion
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The reduced oxygen-carrier MexOy�1 is regenerated in the air reactor according
to the reverse reaction in Eq. (12.16), where the oxygen is from the air. Effluent
gases from the air-reactor containing air with reduced amount of oxygen can be
discharged without negative environmental impact, and the regenerated solid
oxygen carrier is transported to the fuel reactor, and another cycle starts.

The key of this technology is the special oxygen carrier! About one thousand
oxygen carrier materials have been studied in laboratory [2]. The first-generation
oxygen carriers focused on mainly oxides of four metals: Ni, Fe, Mn, and Cu.
Recent advances focused on low cost materials by combing different metal oxides
and oxygen releasing materials aiming at solid fuel combustion. Among many
combined materials tested in laboratory, very few have been tested in continuous
operation. Most researchers have used ilmenite (FeTiO3) [8, 15] because of its low
cost and reasonably high reactivity towards syngas.

This process must enable the release of oxygen from the oxygen-carriers.
Thereby, only those metal oxides that have a suitable equilibrium partial pressure of
oxygen at temperatures of interest for combustion (800–1,200 °C) can be used as
oxygen-carriers. These materials include, but are not limited to CuO/Cu2O, Mn2O3/
Mn3O4, and Co3O4/CoO [34]. Operating conditions in the air-reactor and fuel-
reactor would be determined for specific oxygen-carrier [50].

Three example metal oxides are as follows:

4CuO $ 2Cu2Oþ O2 ð12:17Þ

6Mn2O3 $ 4Mn3O4 þ O2 ð12:18Þ

2Co3O4 $ 6CoOþ O2 ð12:19Þ

Then the oxygen reacts with the gas fuel or char and volatiles (mainly
H2; CO, CH4) from the solid fuels following the combustion principles.

Gasesþ Volatiles þ Char þ O2 ! CO2 þ H2O ð12:20Þ

If we take CH4, H2 and CO as examples, the overall chemical reactions are

CH4 þ 2O2 ! CO2 þ 2H2O ð12:21Þ

H2þ 1
2
O2 ! H2O ð12:22Þ

COþ 1
2
O2 ! CO2 ð12:23Þ

As described in Eq. (12.20), the ultimate goal of chemical-looping combustion is
to convert fuel into carbon dioxide and water without NOx. The degree of fuel
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conversion to CO2 and H2O is quantified using the gas yield; which is defined as
the fraction of the fuel oxidized to CO2 or H2O. Similar to the approaches in
oxyfuel combustion, water vapor is removed from highly concentrated CO2 stream
that can be compressed for transport and storage.

12.4.3 Post-combustion Carbon Capture

Post-combustion CO2 capture is mainly achieved by flue gas cleaning for stationary
sources such as a power plant and an industrial facility. Unlike pre-combustion and
oxyfuel combustion approaches, post-combustion carbon capture technologies are
more complex due to more air powered combustion-related air contaminants.
Capture of most of the contaminants has been introduced in the other chapters of
this book.

CO2 separation is enabled after all the post-combustion air cleaning processes
introduced in the chapter for post-combustion air emission control. As shown in
Table 12.3, the cleaned flue gas usually contains 10–15 % of CO2 that is diluted by
nitrogen gas. Therefore, an effective post-combustion CO2 separation technology
should be able to cope with low CO2 partial pressure. In general, physical sorption
is not effective for separation of gases with low partial pressure. Therefore, we
should focus on chemisorption technologies for post-combustion CO2 capture.

If we consider low CO2 partial pressure as a disadvantage of post-combustion
CO2 capture, this disadvantage is compensated with its flexibility in retrofitting an
existing facility without major modifications. Capture ambient CO2 has been pro-
posed as well. It can be considered as an alternative CO2 capture process, but at
temperatures lower than those of combustion flue gases before discharge.

Despite the differences in pre- and post-combustion approaches, CO2 must be
separated from the carrier gas. They share the fundamentals introduced in Chap. 5,
primarily the separation of gas (CO2 specifically) from the mixture. However, at the
time of writing this book, all the CCS projects are under pilot tests. No single large-
scale plant with CCS is known to be operational continuously.

The major barrier to the commercialization of CCS process at large scale is the
high costs associated with carbon separation, transport, and injection. Currently, the
most widely used technology for CO2 separation is based on amine-solvents, for
example, monoethanolamine (MEA). A large amount of energy is required for
solvent regeneration. The energy consumption rate, assuming a 30 wt% MEA
(aqueous) solution and 90 % of removal efficiency, was estimated to be in the range
of 2.5–3.6 GJ per ton of CO2. Additional energy consumption for compressing the
captured CO2 to the required pressure of 150 bar for transportation and storage is
0.42 GJ/ton CO2. These numbers can be transferred to extra costs of $50–150 per
ton CO2 removed using amines [18]. The existing CCS technologies are far from
being cost-effective and unattractive for large-scale applications. Much more
research is needed for design of low-cost sorbents and optimized process design
CO2 capture. Our focus that follows is on the sorbent and related process design.
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12.5 CO2 Separation by Adsorption

CO2 can be separated from a gas stream by both physical adsorption and chemical
adsorption. The general differences between a physical and chemical adsorption has
been introduced in Chap. 5. Physical CO2 adsorption operates at temperatures lower
than 100 °C; whereas the chemical counterpart operates at a high range of
400–600 °C.

12.5.1 Physical Adsorption

A good CO2 physical adsorbent is expected to be characterized with high affinity
with CO2 compared to other gases in the stream, high adsorption capacity, low heat
of adsorption, low adsorption hysteresis, and steep adsorption isotherm. These
features ensure the cost-effectiveness of the operation with high efficiency, low
energy consumption, and low material cost.

The best adsorbent is expected to be characterized with high CO2 capacity at low
pressure, high selectivity for CO2, fast adsorption/desorption kinetics, good
mechanical properties, high hydrothermal and chemical stability, as well as low
costs of synthesis. Unfortunately, these criteria are too ideal for any single
adsorbent.

The most widely investigated low temperature CO2 adsorbents are zeolites and
activated carbons. Compare to Zeolite-13X and natural zeolite, activated carbon
showed higher carbon adsorption capacity and steepest isotherm, but high hyster-
esis challenges the desorption process.

Metal–organic frameworks (MOFs) have recently attracted intense research
interest in CO2 adsorption due to their large porous volume and surface areas
[42, 43]. In general, the CO2 adsorption in MOFs varied with CO2 pressure. At high
pressures, CO2 adsorption capacities depend on surface areas and pore volumes of
the MOFs. Otherwise, the capacities depend on the heat of adsorption. In addition,
many MOFs have shown high CO2/N2 and CO2/CH4 selectivity. However, there
are two important challenges to MOFs into practical applications of CO2 capture:

(1) the mass production of MOFs at low cost
(2) the stabilities of MOFs toward moisture, other acid gases, and heat for

regeneration.

Interested readers are encouraged to conduct a state-of-the-art literature review in
this area of research.

Continuous CO2 adsorption can be implemented by a pressure swing adsorption
process. It is widely used for air drying using synthetic zeolites or activated alumina
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for moisture removal. Advances in pressured swing adsorption can be found in the
state of the art provided by Grande [24]. A pressure swing adsorption (PSA)
process has at least two columns, when one is working on CO2 adsorption from the
high pressure gas, the used sorbent in other column is regenerated at low pressure.
A simple PSA process for CO2 capture is shown in Fig. 12.4.

12.5.2 Chemical Adsorbents

Chemical adsorption at high temperature (400–600 °C) has a potential for pre-
combustion CO2 capture and hydrogen production. High temperature sorbent can
be employed for carbon separation without temperature quenching and conse-
quently do not comprise much with overall energy efficiency. The working prin-
ciples are similar to those of calcium based adsorption.

12.5.2.1 Calcium-Based Adsorbent

CaO is one of the oldest sorbent for CO2 capture by chemical adsorption. Calcium
oxide reacts with CO2 at high temperatures to produce carbonates:

CaO sð Þ þ CO2 $ CaCO3 sð Þ ð12:24Þ

where (s) stands for solid state. The forward reaction takes place at about
600–800 °C, and the backward reaction at higher temperature (>870 °C) may result
in sorbent regeneration by decarbonation and releasing CO2.

Fig. 12.4 Schematic diagram
of pressure swing adsorption
process
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Calcium-based sorbents are commonly produced from limestone. Sometimes,
sorbents that are produced from calcined dolomite (CaCO3 � MgCO3) or huntite
(CaCO3 � 3MgCO3) contain MgO. MgO does not react with CO2 at 600–800 °C,
but its presence helps with the lifetime and durability of the calcium-based sorbent.
Since CaO degrades quickly after a few cycles of regeneration, more reliable sor-
bents have been developed and tested at high temperatures; they include Calcium
aluminate (CaAl2O4), Sodium Zirconate (Na2ZrO3), Lithium zircanate (Li2ZrO3),
and Lithium orthosilicate (Li4SiO4).

12.5.2.2 Temperature Swing Adsorption Process

By taking advantage of this reversible reaction (12.24) between CO2 and CaO at
different temperatures, a temperature swing adsorption-desorption system allows
continuous chemical adsorption of CO2. The schematic diagram for syngas cleaning
by separating CO2 from syngases is shown in Fig. 12.5. Similar process can be
employed for the post-combustion carbon capture system. Alternatively, the sorbent
can also be lithium silicate, which can be regenerated at a lower temperature of
800 °C.

Fig. 12.5 Schematic diagram of temperature swing carbon capture process
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12.6 CO2 Separation by Absorption

CO2 absorption can also be classified into physical and chemical absorptions.
Physical absorption requires much lower energy to regenerate the solvent than
chemical absorption. A conceptual comparison between chemical and physical
absorption capacity at different absorbate partial pressures is shown in Fig. 12.6.
Physical absorption is not economical for absorption of gases with a low partial
pressure, say from the combustion flue gas. It aims at compressed gases.

12.6.1 Physical Absorption

Physical absorption processes use organic or inorganic solvents to absorb CO2 from
the carrier gases. The process capacity is governed by Henry’s law described in
Eq. (2.76); the equilibrium solubility of CO2 in a solvent is

cCO2 ¼
PCO2

H
ð12:25Þ

where cCO2
is the equilibrium CO2 concentration in the solvent, PCO2

is the CO2

partial pressure in the gas phase, and H is the corresponding Henry’s constant.
Practically speaking, solvent with a great CO2 solubility is preferred at a reasonable
cost for physical CO2 absorption.

Physical absorption is primarily used for high pressure CO2 separation to
increase the solubility in the solvent. Refrigerated methanol (CH3OH) was con-
sidered an effective CO2 solvent for CO2 sequestration at low temperature. The
solubility of CO2 in methanol at −10 °C and PCO2

¼ 1 atm is 10 L of CO2 per liter
of methanol, which is 4 times that of water.

Fig. 12.6 Relative solvent loading versus partial pressure of the absorbate gas
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12.6.2 Amine-Based Chemical Absorption

Chemical absorption is suitable for CO2 capture at low pressure and low temper-
ature. The sorbents used for chemical absorption include carbonate-based, sodium
hydroxide-based, aqueous ammonia-based, and amine-based sorbents.

Amine-based CO2 absorption is a relatively mature technology used in the
ammonia process, steam reforming process, and the natural gas sweetening process.
Amines are ammonia-derived organic compounds when one or more hydrogen
atom(s) of ammonia are replaced with organic substituents. Amines are classified as
primary, secondary, and tertiary amines based on the number of replaced hydrogen
atoms.

The choice of amine for CO2 absorption depends on three key factors: rate of
reaction, regeneration energy, and loading capacity. The ideal solvent is characterized
with a great rate of reaction, low regeneration energy, and great loading capacity.
However, none of the alkanolamines meets all these three requirements. In general,
the rate of reaction follows the order of primary > secondary > tertiary; the order is
reversed for regeneration energy and loading capacity [35]. Ethanolamine (C2H7NO
or 2R-NH2), also called 2-aminoethanol or monoethanolamine (MEA) is the most
commonly used amine for CO2 absorption. It is a primary amine, and a alcohol too.

Among all the amines tested, MEA showed its high reactivity with CO2, and is
predominantly used for CO2 capture in the industry. Aqueous amine solutions are
bases and the pKa values of typical alkanolamines are listed in Table 12.5. Thereby,
amines can react with not only CO2 but also other acidic gases like SO2 and NO2 at
great rates of reactions. Therefore, SO2 and NO2 have to be effectively removed
first before CO2 absorption if it is to be used for post-combustion carbon capture. It
also reduces the contamination to the regenerated solvent and recovered CO2.

12.6.2.1 Kinetics of Amine-CO2 Reactions

As the most popular CO2 absorbent, the kinetics of CO2 reaction with alkanolamines
deserves an in-depth discussion. The reaction of CO2 with primary and secondary

Table 12.5 pKa values of base amines at 298 K

Amine pKa

MEA Monoethanolamine 9.50

DEA Diethanolamine 8.88

DIPA Diisopropanolamine 8.80

TEA Triethanolamine 7.76

MDEA Methyldiethanolamine 8.57

AMP 2-Amino-2-methyl propanol 9.70

DEMEA Diethylmonoethanolamine 9.82

Source: [54]
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amines is usually described by the zwitterion mechanism, whereas the reaction with
tertiary amines is described by the base-catalyzed hydration of CO2 [54].

According to the zwitterion mechanism [16] the reaction between CO2 and the
amine (AmH) proceeds through the formation of a zwitterion as an intermediate
(R1, Eq. (12.27)).

CO2 + AmH
kf1
$
kb1

AmHþCOO� ðR1Þ ð12:27Þ

The zwitterion reacts with a base or bases (Bs) to form carbamate as the final
product (R2, Eq. (12.28)).

AmHþ COO� + Bs !kB AmCOO� + BsHþ ðR2Þ ð12:28Þ

When the base is MEA its self, Eqs. (12.27) and (12.28) lead to an overall
reaction. It shows that the stoichiometric CO2 to MEA mole ratio is 0.5 mol CO2

per mole of MEA.
With water in the solution, the following reactions may also take place:.

H2O $ Hþ þ OH� ð12:29Þ

CO2 þ OH� $kOH HCO�
3 ðR3Þ ð12:30Þ

CO2 þ H2O $kH2O HCO�
3 þ Hþ R4ð Þ ð12:31Þ

Assuming zwitterion concentration at quasi-steady state, the overall rate of
reaction for R1 and R2 is

r1;2 ¼ kf1 CO2½ � AmH½ � � kb1 AmHþCOO�½ � ¼ kB AmHþ COO�½ � Bs½ � ð12:32Þ

Reorganizing Eq. (12.32) leads to

r1;2
CO2½ � AmH½ � ¼

kf1
1þ kb1= kB Bs½ �ð Þ ð12:33Þ

When R2 is instantaneous, kb1 � kB, as it is for some amines. Almost every
zwitterion is deprotonated before it can revert to CO2 and amine through the
backward reaction in R1. Mathematically, the denominator in Eq. (12.33) can be
simplified by kb1= kB Bs½ �ð Þ ! 0 and Eq. (12.33) becomes

r1;2 ¼ kf1 CO2½ � AmH½ � ð12:34Þ
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The rate of reaction for R3 and R4 are, respectively,

r3 ¼ kOH CO2½ � OH�½ � ð12:35Þ

r4 ¼ kH2O CO2½ � H2O½ � ð12:36Þ

Combination of Eqs. (12.33), (12.35) and (12.36) leads to the overall CO2

reaction rate by summation of r1;2; r3 and r4:

rCO2 ¼
kf1 AmH½ �

1þ kb1= kB Bs½ �ð Þ þ kOH OH�½ � þ kH2O H2O½ �
� �

CO2½ � ð12:37Þ

Denote the part in the { } bracket as observed reaction rate with respect to
CO2; kCO2

:

kCO2 ¼
kf1 AmH½ �

1þ kb1= kB Bs½ �ð Þ þ kOH OH�½ � þ kH2O H2O½ � ð12:38Þ

where the first term is called apparent reaction rate constant

kapp ¼ kf1 AmH½ �
1þ kb1= kB Bs½ �ð Þ ð12:39Þ

Similar to the denotation of kOH OH�½ � þ kH2O H2 O½ �, we can define the reaction
rate constant with respect to amine as

kAmH ¼ kf1
1þ kb1= kB Bs½ �ð Þ ð12:40Þ

Then Eq. (12.38) becomes,

kCO2 ¼ kAmH AmH½ � þ kOH OH�½ � þ kH2O H2O½ � ð12:41Þ

And Eq. (12.37) becomes

rCO2 ¼ kCO2 CO2½ � ð12:42Þ

Many researchers have reported kAmH for different amines at different conditions
and some are listed in Table 12.6.

12.6.2.2 CO2 Absorption Rate

The actual rate of CO2 absorption into amine is an important indicator of energy
consumption of the solvent. A fast rate of CO2 absorption minimizes energy use in
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an optimized system. As explained in Chaps. 2 and 5, it depends on the rate of mass
transfer from gas to liquid phases. CO2 is typically absorbed by the process of
diffusion with fast reactions in the liquid films. An optimized absorber design
requires 90 % CO2 removal with a reasonable amount of packing materials in the
scrubber.

According to the double film theory introduced in Sect. 2.3.4, the overall gas
side mass transfer coefficient (KGÞ is related to the gas film mass transfer coefficient
kg and the liquid film mass transfer coefficient k0g as

1
KG

¼ 1
k0g

þ 1
kg

ð12:43Þ

Then the CO2 flux by absorption can be described as

CO2 Flux ¼ KG PCO2;g � P�
CO2

� 	
LM

¼ k0g PCO2;interface � P�
CO2;bulksolution

� 	
ð12:44Þ

Assume that the concentration of free amine in the liquid film is the same as the
bulk liquid, the liquid film mass transfer coefficient, k0g, can be estimated using [9,
41].

k0g �
kAmHDCO2 AmH½ �ð Þ12

HCO2

ð12:45Þ

where k0g has a unit of mol= m2 � Pað Þ; it is sometimes also referred to as the
normalized absorption flux of CO2. DCO2 is the diffusivity of CO2 in the liquid
(amine), kAmH is the reaction rate constant of CO2, AmH½ � is the free amine con-
centration in the bulk solution, and HCO2 is the Henry’s law constant of CO2 over
the solvent.

Table 12.6 kAmH for different amines

Amine Reaction rate constant
(m3/kmole · s)

T (K) Conc.
(kmole/m3)

References

AEEA kAEEA ¼ 6:07� 107 exp � 3030
T

� �
305–322 1.19–3.46 [44]

DEMEA kDEMEA ¼ 9:95� 107 exp � 6238
T

� �
298–313 [40]

MDEA kMDEA ¼ 4:61� 108 exp � 5400
T

� �
303–313 [36]

MEA kMEA ¼ 4:61� 109 exp � 4412
T

� �
293–333 3–9 [1]

EMEA 8,000 298 0.028–0.082 [40]

AEPD 378 303 5–25 wt% [57]

AMP 810.4 298 0.25–3.5 [56]

DEA 2,375 298 0.25–3.5 [56]

DIPA 2,585 298 0.25–3.5 [56]
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The measured k0g for different amines and amine alternatives are summarized in
Table 12.7. There is no obvious correlation between the mass transfer coefficients
and the capacities of different amines.

12.6.2.3 Amine-Based CO2 Capture Process

MEA is considered the baseline solvent for CO2 capture. The design of a MEA
based CO2 absorption tower follows the principles introduced in Sect. 5.2. In a
typical CO2 scrubber, the flue gas at 40–60 °C enters the tower from the bottom
while a 20–30 wt% MEA solution flows downward continuously from the top.
Because MEA is corrosive, diluted instead of concentrated MEA is used. After
selective absorption of CO2 from the flue gas, the CO2-rich amine solution is
drained off from the bottom of the absorber.

The rich solvent is regenerated in a stripper that operates at 100–140 °C. The
energy required for solvent regeneration can be from waste heat recovery from a
steam and/or a reboiler. A high-efficiency heat exchanger can also be employed to
recycle the heat from the rich solvent from the absorber tower. The recovered gas
phase contains steam and CO2, which are separated from each other by conden-
sation. The final concentrated CO2 stream is ready for CO2 transport and storage.

As the most widely used solvent for CO2 capture, MEA is still not an ideal
solvent yet. Throughout the process, solvent degradation may take place in the
presence of oxygen. Furthermore, secondary air emission is produced due to the

Table 12.7 k0g for different amines [9]

Amine k0g � 107 mole= m2 � Pað Þ Capacity (mole/kg)

Piperazine (PZ) 8.5 0.79

PZ/bis-aminoethylether 7.3 0.67

2-Methyl PZ/PZ 7.1 0.84

2-Methyl PZ 5.9 0.93

2-Amino-2-methyl propanol (AMP) 2.4 0.96

PZ/aminoethyl PZ 8.1 0.67

PZ/AMP 7.5 0.70

Hydroxyethyl PZ 5.3 0.68

PZ/AMP 8.6 0.78

2-Piperidine ethanol 3.5 1.23

Monoethanolamine (MEA) 3.6 0.66

MEA 4.3 0.47

Methydiethanolamine (MDEA)/PZ) 8.3 0.99

MDEA/PZ 6.9 0.80

Kglycinate 3.2 0.35

Ksarconinate 5 0.35

MEA/PZ 7.2 0.62
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high volatility of the solvent. And its corrosivity and energy intensive regeneration
result in high costs in capital and operation.

Improved amines, such as the secondary amines (e.g., DEA) and tertiary amines
(e.g., MDEA) have been considered as an alternative for MEA. Primary and sec-
ondary amines react with CO2 quickly to form carbamate through the zwitterion
mechanism. For MEA, the corresponding heat of absorption is Q ¼ �DHR ¼
2:0MJ/kg� CO2. The reaction of CO2 with secondary amines has a lower enthalpy
of reaction [54], which favors regeneration of the solvent by stripping.

Tertiary amines react with CO2 following a base-catalyzed hydration mecha-
nism, which is different from the zwitterion mechanism to form bicarbonate instead
of carbamate. The overall reaction indicates a theoretical CO2 loading capacity of
1 mol of CO2 per mole of tertiary amine. However, the reactivity of tertiary amines
with respect to CO2 is lower than that of primary or secondary amines. The cor-
responding enthalpy of reaction for the bicarbonate formation is lower than that for
the carbamate formation. This means lower energy consumption for solvent
regeneration.

Piperazine (PZ) has been used in blended systems as an additive to increase the
rate of absorption of CO2 in systems with low absorption rates but otherwise
attractive solvent characteristics [23]. Adding Piperazine into the solvent can
improve the rate and capacity of CO2 absorption by the following reactions.

KHCO3 ! Kþ þ HCO�
3 ð12:46Þ

PZ þ HCO�
3 $ PZCOO� þ H2O ð12:47Þ

PZCOO� þ HCO�
3 $ PZ COO�ð Þ2þH2O ð12:48Þ

Reactions (12.47) and (12.48) also require low energy for regeneration. On the
other hand, thermal degradation of Piperazine in CO2 capture is a technical chal-
lenge that deserves further investigation.

An example of an optimized process for post-combustion CO2 capture by amine
scrubbing is available in the DOE-NETL report [19]. The CO2 absorption rate of
Piperazine (PZ) doubles that of 30 wt% MEA with 1.8 times the intrinsic working
capacity. The incoming flue gas is cleaned by water spray to remove fine partic-
ulates and cooled down to 40–60 °C. Filtered lean solvent enters the amine
scrubber, usually packed bed from upper level and flows downward by gravity to
absorb CO2 from the counter flow flue gas. Cleaned flue gas is further cold-water
washed to recover the penetrating solvent droplets or vapor before discharging to
the atmosphere through the stack. The washing water joins the lean solvent to form
the rich solvent exiting the scrubber at the bottom of the tower. In addition to the
main absorber, the process may also need SO2 removal before the PZ absorber.

Recently, sterically hindered amines have also attracted considerable attention
for their low regeneration costs. A sterically hindered amine is a primary amine
where the amino group is attached to a tertiary carbon atom; it can also be a
secondary amine where the amino group is attached to a secondary or tertiary
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carbon atom. For example, 2-Amino-2-methyl-1-propanol (AMP) is a sterically
hindered primary amine and 2-piperidineethanol (PE) is a sterically hindered sec-
ondary amines.

12.6.3 Non-amine-Based Chemical Absorption

12.6.3.1 Sodium Hydroxide-Based Chemical Absorption

The chemical reactions between CO2 and sodium hydroxide can be described as
follows:

CO2 þ H2O ! H2CO3 ð12:49Þ

H2CO3 þ NaOH ! NaHCO3 þ H2O ð12:50Þ

NaHCO3 þ NaOH ! Na2CO3 þ H2O ð12:51Þ

Water and CO2 first react to form carbonic acid, which reacts with sodium
hydroxide to produce bicarbonate (NaHCO3). Bicarbonate also reacts with sodium
hydroxide to produce a more stable product of carbonate. There are NaHCO3 and
Na2CO3 in the final product. Their relative quantity depends on the pH of the liquid
in the last two reactions.

Regeneration of NaOH is usually achieved by adding lime (CaO) into the final
product converting Na2CO3 to CaCO3, followed by calcination at 870 °C or higher
to release the pure CO2 for storage of other applications. The corresponding
chemical reactions are

CaOþ H2O ! CaðOHÞ2 ð12:52Þ

CaðOHÞ2 þ Na2CO3 ! 2NaOH þ CaCO3 ð12:53Þ

CaCO3 ! CaOþ CO2 ð12:54Þ

The calcination reaction Eq. (12.54) is energy intensive and the corresponding
enthalpy of reaction is about DHR ¼ 250 kJ=mol-CO2. It makes this process eco-
nomically challenging. Alternatively, sodium hydroxide can be regenerated using
sodium trititanate (Na2O � 3TiO2), which requires half the energy for regeneration
of NaOH.
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12.6.3.2 Carbonate-Based Chemical Absorption

Limestone reacts with CO2 and water as follows:

CO2 þ H2O ! H2CO3 ð12:55Þ

CaCO3 þ H2CO3 ! CaðHCO3Þ2 ð12:56Þ

These reactions take place in the processes that are used for power plant or
cement plant flue gas cleaning. Usually crushed limestone is packed in a reactor and
wetted by a continuous flow of water. The CO2-laden flue gas is pumped through
the reactor to enable the above chemical reactions.

Example 12.3:
How much water and CaCO3 is needed to capture 1,000 kg of CO2 from the flue
gas? How much calcium bicarbonate Ca HCO3ð Þ2

� �
is produced?

Solution
By considering the following chemical reactions,

CO2 þ H2O ! H2CO3

CaCO3 þ H2CO3 ! CaðHCO3Þ2
the overall reaction formula is

CO2 þ H2Oþ CaCO3 ! CaðHCO3Þ2

It indicates that the mole ratio of the compound in this reaction is 1:1:1:1.
Therefore, in order to capture 1,000 kg of CO2, which is (1000/44) kmole, the same
mole amounts of CaCO3 and water are consumed to produce the same mole amount
of Ca HCO3ð Þ2.

By considering their molar weight, the corresponding mass can be determined
as: 2,300 kg of CaCO3 400 kg of water and 3,700 kg Ca HCO3ð Þ2.

Unlike other processes, the bicarbonate-rich effluent stream can be disposed in
the ocean instead of regeneration. It is environmentally beneficial in that it can
counteract ocean acidification. The challenges are the (fresh) water consumption
and the costs for transportation related to the feedstock and product disposal.

Alternatively, potassium carbonate (K2CO3) can be used as a regenerable
chemical absorbent. The corresponding CO2 absorption reactions are

K2CO3 þ H2O ! KOHþ KHCO3 ð12:57Þ

KOHþ CO2 ! KHCO3 ð12:58Þ
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These reactions are slow at low CO2 partial pressure, although the regeneration
of the absorbent can be achieved at relatively low desorption energy of about
0.9–1.6 MJ/kg-CO2. Therefore, it is not recommended for post-combustion CO2

capture.

12.6.3.3 Aqueous Ammonia-Based Chemical Absorption

An aqueous ammonia solution reacts with water and CO2 to form ammonium
carbonate and ammonium bicarbonate. The overall reaction can be described as
follows:

NH3 þ CO2 þ H2O ! NH4HCO3 ð12:59Þ

Ammonia based chemical absorption/scrubbing also can capture SO2 and NO2

from a flue gas. While it allows multiple air emission control, it is challenging to
produce pure acidic gases. The best option is to use the ammonium salts as fertilizer
feedstock.

A typical ammonia-based CO2 capture process is as follows. In a counter flow
absorption tower flue gas flows upward with aqueous ammonia downward. The
absorption process operates at near-freezing conditions (0–10 °C) with the flue gas
cooled by the upstream de-SO2 process. The low temperature allows high
absorption capacity and reduces ammonia evaporation, which is also called
“ammonia slip.”

Downstream the absorption tower, ammonia slip is further reduced by cold-
water washing [39]. The effluent gas contains mainly nitrogen, oxygen and low-
concentration penetrated CO2. The solvent is regenerated at a temperatures of
>120 °C pressures of >2 MPa. Cold-water washing is also employed to reduce
ammonia slip in the generation process.

12.6.4 Ionic Liquids as CO2 Solvents

Ionic liquids (ILs) have been developed for the physical and chemical absorption of
CO2. ILs are melting organic slats with unique properties. They comprise a large
organic cation and a small inorganic anion. The use of ILs as CO2 solvents is
believed to have many advantages over conventional amine-based solvents, such as
potentially lower energy consumption in the solvent regeneration step, lower vol-
atility, lower vapor pressure, non-flammability, more thermally stable, and easier
recycling. However, all these features are subjected to further R&D evaluation, and,
they come with an unusually high manufacturing cost [9].

A great number of ILs have been developed and tested in laboratory. Among
these ILs, the imidazolium class is the most widely investigated and reported. ILs
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without functional groups can be used as physical sorbent for CO2 capture. ILs
prepared with specific function groups enable selective gas absorption. Amine
functional groups have been used effective CO2 chemical absorption.

After CO2 sorption, the used ILs can be regenerated by heating the spent solvent
to release the absorbed gas(es). Since regeneration usually takes place at a higher
temperature than the sorption stage, thermal stability is a key factor in selecting the
right ILs.

12.6.4.1 CO2 Solubility in Physical Ionic Liquids

Earlier research on CO2 capture with ILs focused primarily on physical absorption
without chemical reactions. In this section we concentrate on properties that affect
the CO2 physical absorption including CO2 solubility and selectivity.

The actual mechanisms behind the high CO2 solubility in IL are still not well
understood [49]. Scientists and engineers are actively working on understanding
and increasing the solubility of CO2 in ILs. A review of the different approaches
that have been used to model the phase behavior of gas-IL systems is provided by
Vega et al. [55]. Molecular simulation and experimental data have shown that anion
and cation play an important role in the dissolution of CO2 [6, 11]. Most researchers
agree that the anion dominates the solubility of CO2 in an IL and that the cation
plays a secondary role. Nonetheless, anion-fluorination and cation-fluorination can
improve the solubility much [3].

CO2 solubility in ILs increases with increasing molecular weight, molar volume,
and the free volume of ILs. CO2 solubility in ILs is dominated by entropic effects
rather than solute–solvent interactions [12]. As such, it cannot be calculated based
on mole fraction (like in Henry’s law or Raoult’s law in Sect. 2.3) because of the
strong molecular weight (molar volume) of ILs. It should be determined as a
function of molality, that is, the mole amount of solubility per kilogram of solvent
(mole CO2/kg IL).

Before more sound theories are available, we can use the following empirical
correlation proposed by Carvalho and Coutinho [12] to calculate the CO2 solubility
in ILs by physical absorption:

P ¼ m0
i � exp 6:8591� 2004:3

T

� �
ð12:60Þ

where m0
i is the molality in (mole of CO2/kg of IL), P is the pressure in MPa, and T

is temperature in K. This equation was obtained using experimental data and is
deemed valid for pressures up to 5 MPa, molalities up to 3 mol/kg, and tempera-
tures ranging from room temperature to 363 K. Figure 12.7 shows the calculated
solubility versus pressure at three different temperatures. For a fixed temperature,
the solubility is in linear relationship with the pressure.
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Example 12.4: CO2 solubility in physical IL
Estimate the amount of CO2 in kg that can be absorbed into 1,000 kg of IL at 2 MPa
and 300 K using the Carvalho and Coutinho [12] model.

Solution
From Eq. (12.60) we can get

m0
i ¼

P

exp 6:8591� 2004:3
T

� � ¼ 2
exp 6:8591� 2004:3

300

� �
¼ 1:6742 mole CO2=kg ILð Þ

The molar weight of CO2 is 44 g/mole, and that gives the solubility as

cCO2 ¼ 1:6742� 0:044 kg CO2=kg ILð Þ ¼ 0:07357 kg CO2=kg ILð Þ

As seen in the result of this example, CO2 solubility is low in ILs, which means
extremely high cost is needed to use ILs to absorb CO2 from industrial sources.

12.6.4.2 Gas Selectivity

Another important indicator of the right adsorbent is its selectivity from a gas
mixture. Since there are always other gases, more or less, present besides CO2. CO2

selectivity affects the performance of CO2 adsorption into ILs. Therefore, CO2
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solubility along is not sufficient to judge the separation performance of a solvent.
We must also consider selectivity.

For pre- and post-combustion CO2 capture, we are mostly concerned with the
selectivity of CO2/H2, CO2/CH4 and CO2/N2. Depending on the actual gas com-
pounds, selectivity like CO2/H2S, CO2/SOx, H2S/CH4 and CO2/CO might also
become important.

Ramdin et al. [49] summarized the scarce selectivity data reported in the liter-
ature. Anderson et al. [4] reported the solubility of different gases in different ILs in
terms of Henry’s law constant. Table 12.8 shows the Henry’s law constants of
[hmpy][Tf2N]. In general, N2 and O2 solubility are lower compared to CO2 leading
to a high CO2/N2 or CO2/O2 selectivity.

On the other hand, SO2 is very competitive to CO2 absorption; SO2 should be
removed from stream first before carbon capture.

12.7 CO2 Transportation

While CO2 capture is accomplished at the source of emission, its destination storage
sites are usually far away from the source. Transportation infrastructure is necessary
to deliver CO2 from one point to another. Although other options like rail and
trucking have been studied at small scales, realistic CO2 transportation technologies
for large-scale CO2 delivery are

• Pipeline transportation
• Ship transportation

Transporting CO2 via pipeline is deemed to be cost-effective on land, whereas
ship transportation is more economical when there is a large body of water between
the source and destination. For either case, transported CO2 is not a gas but a liquid.

Table 12.8 Henry’s law
constants of different gases in
[hmpy][Tf2N] ionic liquid

Gas Temperature

283 K 298 K

SO2 1.54 	 0.01

CO2 25.4 	 0.1 32.8 	 0.2

CH4 300 	 30

O2 422 	 220 463 	 104

N2 3390 	 2310
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12.7.1 Pipeline Transportation

Prior to transportation via pipeline, CO2 is compressed to a supercritical fluid or
liquid state for efficient pipeline transportation [51]. The critical point of CO2 is
31.1 °C and 73 atm. However, temperature and pressure drops along the pipeline,
therefore, prior to delivery CO2 is compressed to a pressure that is more than
73 atm.

The pressure drop per unit length of pipeline can be described as

DP
DL

¼ fD
qU2

2d

� �
ð12:61Þ

where DP
DL is the pressure drop per unit length of pipeline (Pa/m), fD is the dimen-

sionless Darcy friction factor, d is the diameter of the pipeline, q is the density of
the fluids, CO2 in this case, and U is the average speed of the fluid.

The Darcy friction factor can be calculated using the Colebrook-White equation
[14].

f�1=2
D ¼ �2log10

e
3:7d

þ 2:51

Ref 1=2D

 !
ð12:62Þ

where e is the pipeline inner surface roughness, which is about 46 lm; for typical
commercial steel pipes. Re is the Reynolds number in pipeline and it can be
calculated using Eq. (12.63)

Re ¼ qUd
l

¼ 4 _m
lpd

ð12:63Þ

Example 12.5: Pressure drop in a pipeline
Consider a pipeline made of commercial steel with an inner diameter of 40 cm for
transporting CO2 at a flow rate of 3.5 Mega tons per year. Use CO2 properties under
11 MPa and 25 °C as follows: q ¼ 877 kg=m3 and l ¼ 7:73 � 10�5 Pa � s.
Estimate the pressure drop over a distance of 100 km.

Solution
Convert the unit of the CO2 flow rate as

_m ¼ 3:5
Mt
year

¼ 3:5 � 106 � 1000 kg
365 � 24 � 3600 s

¼ 111 kg=s
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The average speed in the pipe can be determined using

U ¼ 4 _m
qpd2

¼ 4 � 111
877 � p � 0:42

¼ 1:007m=s

The corresponding Reynolds number is determined using Eq. (12.63).

Re ¼ 4 _m
lpd

¼ 4 � 111
7:73 � 10�5 � p � 0:4

¼ 4:57 � 106

With e ¼ 4:6� 10�5 m, d ¼ 0:4m and Re ¼ 4:57� 106, the Darcy friction factor
can be determined using Eq. (12.62) as follows:

f
�1

2
D ¼ �2 log10

e
3:7d

þ 2:51

Ref
1
2
D

 !

¼ �2 log10
4:6� 10�5

3:7� 0:4
þ 2:51

4:57� 106f
1
2
D

 !

¼ �2 log10 3:108� 10�5 þ 5:492� 10�5

f
1
2
D

 !

By iteration, we can get fD ¼ 0:0217.
Then we can calculate the pressure drop over 100 km distance length using

Eq. (12.61).

DP ¼ fD
qU2

2d

� �
DL

¼ 0:0217
877� 1:0072

2� 0:4

� �
� 100� 103 ¼ 2:41� 106 Pa

So the pressure drop is about 2.41 MPa over a distance of 100 km. Due to this kind
of great resistance, intermediate pumping (or booster) stations are required at cer-
tain intervals along the pipeline.

We have to be careful that the CO2 properties are assumed constant in the above
example in order to simplify the calculation. In reality, they cannot remain constant.
Glilgen et al. [25] experimentally determined the pressure, density, and temperature
relationship of CO2 in the homogeneous region for pressures up to 13 MPa and
temperatures in the range of 220–360 K. For P < 9 MPa and T > 298 K, CO2

density varies considerably with P and T.
In the engineering practice, it is critical to ensure enough pressure to maintain

above vapor–liquid equilibrium conditions to avoid liquid slugs and other opera-
tional problems resulted from a two-phase (gas–liquid) flow. A typical operating
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pressure is in the range of 84.9–207.3 atm where CO2 is a dense-phase fluid over a
wide range of temperatures. Nonetheless, the gas properties also depend on
impurities such as SOx, NOx, and other air contaminants. A complex model is
required to accurately predict the fluid property along the pipeline. Interested
readers have to dig deeper into the literature for in-depth knowledge.

12.7.2 Ship Transportation

For CO2 transport by ship, it is most efficient to transport CO2 as a cryogenic liquid.
The best condition for CO2 transport by ship is about 6.4 atm and −51.2 °C [7]. As
it is stored in containers during transportation, there is no pressure drop concern.

The optimal transport pressure depends on the state of the fluid. In short, large-
scale transport of CO2 by ship could be achieved by semi-pressurized vessels of
around 20,000 m3 at pressures of 6.415 atm and −52 °C in order to use existing ship
and infrastructures. This condition also allows low unit cost in transport. The total
costs of ship-based transport are estimated to be $20–30 per ton CO2.

12.8 CO2 Storage

It would be ideal to convert CO2 into valuable products, such as methanol. A small
portion can be used for production of soda drinks. Unfortunately, applications and
consumptions of CO2 are very limited compared to its production rate in fossil fuel-
fired power plants and vehicles.

More practically, the captured CO2 must be then stored properly without escape
from its sinks into the atmosphere. Options listed below are considered relatively
feasible both economically and environment-friendly.

(1) Geological storage

• Enhanced oil recovery (EOR),
• Deep saline reservoirs and aquifers,
• Unmineable coal beds.

(2) Deep ocean storage
(3) Ecosystem storage

Geological storage is the only CO2 storage method that has been well developed
globally at a commercial scale. Ocean storage is under extensive research and
development owing to its potentially large capacity. Ecosystem storage is another
promising approach that is under investigation. These options are introduced as
follows.
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12.8.1 Enhanced Oil Recovery and Enhanced Gas Recovery

Carbon dioxide (CO2) can be employed for EOR by CO2 flooding for reservoirs
deeper than 800 m. This depth allows CO2 to be stored as a dense supercritical
fluid. In the EnCana Weyburn field project that started September 2000, for
example, over 2.2 Mt supercritical CO2 per year is injected to a depth of
1,400–1,500 m for OER [22].

A schematic diagram of an EOR process is shown in Fig. 12.8. CO2 is injected
into the deep reservoir from the injection well, and it forms a CO2 bank. A CO2

miscible oil bank is formed as a result of the miscible CO2-oil mixing. The mixture
of CO2 and crude oil is delivered to the ground surface through the production well.
They are separated at the ground facilities, producing liquid and gaseous fuels with
recovered CO2.

For immiscible CO2 operation, CO2 bank pushes oil forward from the reservoir
to the production well. Depending on the reservoir, the incremental oil recovery by
EOR ranges from 5 to 15 %. This additional economic benefit makes EOR com-
petitive over other options.

Eventually, a significant amount of CO2 injected for EOR is trapped under-
ground by residual oil, water, or mineral. It is expected that this part of CO2 can
remain underground for thousands of years. However, the supercritical CO2 is
mixed with water may be transported underground out of the reservoirs. Long term
CO2 distribution in the reservoirs can be predicted by numerical simulations for
long-term risk assessment.

Similar to EOR, CO2 can also be injected into depleting gas reservoir for
enhanced gas recovery. However, the economical return is not as high as EOR in
that most primary gas recovery rate is pretty high already, and current gas price is
low.

Fig. 12.8 EOR by CO2

injection
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12.8.2 Coal Bed Methane Recovery

Coal bed methane is the methane adsorbed in underground coals. Coal bed methane
recovery is then a methane desorption process based on pressure swing desorption.
The process is similar to EOR above; liquefied CO2 is injected into a deep well,
which is drilled into the coal bed, to reduce the hydrostatic pressure. As a result,
methane is released from coal bed and transported to gas pipeline.

CO2 injection also results in enhanced methane recovery from coal bed methane
by the competitive adsorption between CO2 and methane. According to physical
adsorption mechanisms, CO2 and methane compete for the adsorption sites in the
pores of the coal. As seen Fig. 12.9, coal adsorbs CO2 more effectively than
methane [37], this adsorption preference results in desorption of methane from the
coal when CO2 is injected into the coal bed. Liberated methane from the coal bed is
also delivered to the surface facilities.

Meanwhile, the replacement of methane with CO2 on the pores of the coal also
results in swelling of the coal matric and this may lead to reduced permeability, and
consequent coal softening and more CO2 injection in order to recover more
methane.

Cost-effective coal bed methane recovery requires high initial concentration of
methane and adequate permeability for gas flow. Both depend on the pressure or
depth of the coal bed: the deeper, the higher methane concentration but the lower
permeability. This contradictory effect requires economical coal bed methane recovery
to be executed at a depth in the range of 300–1,000 m or so.

Fig. 12.9 Excess sorption
isotherms of CO2 and CH4 in
a coal (Data source Krooss
et al. [37])
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12.8.3 Saline Aquifer Storage

Saline aquifer storage is a CO2 storage option for regions without energy resources
recovery opportunities [13, 53]. Similar to EOR, CO2 is injected into the saline
aquifer as a supercritical fluid, which forms a deeply underground plume. The
storage potential and security risks depend on the geological characteristics and
usually they are predicted by model simulations.

Figure 12.10 shows a schematic diagram of deep saline aquifer CO2 storage.
CO2 is injected down to the underground and sealed with a cap rock. Over time,
stored CO2 migrates slowly out of the CO2 reservoir as a result of dissolution or
chemical reactions with the cap rock.

There are four primary mechanisms for saline aquifer CO2 storage, in order of
increasing security

• Structural and stratigraphic trapping
• Residual trapping
• Solubility trapping, and
• Mineral trapping

Structural and stratigraphic trapping CO2 is trapped under a cap rock. This is
simply an initial and temporary physical trapping of CO2 for 1–100 years,
depending on the structural characteristics.

Residual trapping As the CO2 plume rises through a water-saturated rock, high
pressure buoyant CO2 drives water out of the pores of the rock. Some CO2 is
trapped in the rock pores as residue. The residual trapping over time declines as
CO2 is dissolved in the formation brine and diffuses into the surrounding unsatu-
rated aquifer.

Fig. 12.10 Saline aquifer
CO2 storage
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According to Darcy’s law, the volume flow rate of a fluid through the porous
medium is

J ¼ � kA
l
dp
dx

ð12:64Þ

where J is the volume flow rate in m3/s, k is he permeability of the porous medium
(m2), A is the area (m2), µ is the fluid viscosity (kg/m · s or Pa · s), dp/dx stands for
the pressure gradient in Pa/m over flow direction. One can estimate the bottom hole
pressure corresponding to a certain CO2 injection rate or leaking rate.

Solubility trapping Solubility trapping is one major trapping mechanism in
saline aquifer storage of CO2. Dissolution of CO2 in formation water can last as
long as 1,000 years, depending on the brine composition and pH as well as the
mineralogy of the reservoir.

Mineral trapping Mineral trapping is resulted from the chemical reactions
between CO2 and metal ions such as Ca2+, Fe2+ and Mg2+, which are rich in the
surrounding rocks. As the carbonates produced precipitate in the rock pores
the reactions slow down over time. As a result, it takes 10–10,000 years to saturate
the pores. Meanwhile, the chemical reactions take place in the pores of the cap rock,
improving the integrity of cap rock over time.

12.8.4 Deep Ocean Storage

The ocean naturally traps over 143,000 Gt of CO2, which is 50 times more than that
in the atmosphere. The uptake of CO2 in ocean has been increasing over the past
centuries as a result of the increasing atmospheric CO2 concentration. However, it
still can hold much more! A comprehensive documentation of deep ocean CO2

storage is given by Caldeira et al. in the form of a SRCSS Special Report to IPCC
[32] (Chap. 6, Ocean Storage).

Similar to what was introduced in mass transfer in absorption (Sect. 2.3.4),
natural CO2 storage in ocean is a chemical absorption process. CO2 enters ocean
through the surface water, where the equilibrium concentration is governed by
Henry’s law, xCO2 ¼ PCO2=H, where H is the Henry’s law constant for CO2 -sea
water system.

The solubility of CO2 in seawater is not constant everywhere; it depends on the
pressure, salinity, pH, and temperature of seawater.

Deeper into the ocean, CO2 goes through chemical reactions. Several simplified
chemical equilibriums define the process as

CO2 þ H2O $ H2CO3 $ HCO�
3 þ Hþ $ CO2�

3 þ 2Hþ ð12:65Þ
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All these species are grouped as dissolved inorganic carbon (DIC). H2CO3 also
reacts with dissolved limestone in the ocean, which is a result of weathering the
earth surface, and the simplified chemical reaction is

CaCO3 þ H2CO3 ! Ca2þ þ 2HCO�
3 ð12:66Þ

Besides the inorganic carbons, CO2 is also converted into particulate organic
carbon (POC) and fertilizer by photosynthesis. For example,

6CO2 þ 6H2Oþ uv ! C6H12O6 þ 6O2 ð12:67Þ

106CO2 þ 122H2Oþ 16HCO�
3 þ H3PO4

! C106H263O110N16Pþ 138O2
ð12:68Þ

One way or another, CO2 is not saturated in deep ocean as a result of these
chemical reactions and biological conversions of CO2 into organic and inorganic
carbon compounds. Therefore, more CO2 can be stored in deep ocean. However,
natural absorption of CO2 into ocean is a slow process and it cannot catch up with
the increase rate of anthropogenic CO2 in the atmosphere.

This process can be expedited by injecting CO2 into deep ocean. Based on the
properties of liquid CO2 in ocean, engineered deep ocean CO2 storage can be
achieved by

• direct CO2 dissolution, and
• liquid CO2 isolation

The fate of the injected CO2 depends on the injection depth in the ocean. At a
depth of about 500 m (corresponding to the pressure of 4–5 MPa and temperatures
in the range of 0–10 °C), CO2 starts to liquefy and the liquid CO2 has a density of
860–920 kg/m3. The deeper into the ocean, the greater liquid CO2 density as a
result of the greater pressure.

According to the liquid CO2 density relative to the seawater density, the depths
can be divided into three zones where CO2, floats, suspends, and sinks, respec-
tively. As shown in Fig. 12.11, liquid CO2 density is close to that of seawater at
depths of about 2,500–3,000 m. This is also referred to as thermocline. Above this
zone, CO2 density is less than the surrounding seawater. Therefore, the liquid CO2

droplets rise as a plume. In the transition zone, CO2 density is nearly close to that of
seawater and it suspends in seawater due to neutral buoyance. Further deep into the
ocean, CO2 density surpasses that of the seawater resulting in sinking CO2 plume.
For any one of the three scenarios, most of the released CO2 will eventually
dissolve in the ocean.

The sinking CO2 droplets eventually reach the bottom of the ocean enabling
liquid CO2 isolation as a liquid lake in an ocean floor depression. Such a CO2 lake
can be made by injecting liquid CO2 to the ocean floor depression or releasing CO2

at a depth that is close to the target lake. Settled liquid CO2 in the lake mixes with
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the capping sea water due to ocean turbulence. This vertical mixing results in
certain amount of CO2 dissolution. Undisturbed CO2 lake is expected to have a
lifetime of about 10,000 years.

12.8.5 Ecosystem Storage

Like extraterrestrial oceans, terrestrial ecosystems have been an important and long-
lasting natural CO2 sink by photosynthetic reactions in biomass and complex
interactions with soils. Unfortunately, recent human activities have reduced its CO2

storage capacity resulting in increased atmospheric CO2 concentration. Before the
availability of other cost-effective options, ecosystem CO2 storage is deemed to
have a potential to buy human more time and slow down the negative impact of
increasing anthropogenic CO2 emissions.

While the CO2 storage capacity of terrestrial ecosystems is much less than that of
the ocean, it is easy to operate and cost-effective. Ecosystem carbon storage can be
achieved by

• Agricultural carbon storage
• Change in land use
• Energy crops production.

12.8.5.1 Agricultural Carbon Storage

Agricultural carbon storage is an approach to additional CO2 storage in biomass by
improved management of vegetation and soil in the ecosystem. Specifically, it can

Fig. 12.11 CO2 density
versus ocean depth
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be achieved by conservation tillage, crop selection, rotation and intensified crop-
ping, managing soil biogeochemistry, and manipulation of microbial communities.

Tilling disturbs the soil resulting in reduced CO2 storage. Therefore, reduced
tillage intensity contributes to increased CO2 storage. It can be achieved by no till,
ridge till, minimum till, and mulch till. Conservation tillage aims at the reduction of
soil erosion and the maintenance of water-holding capacity of soils. It is expected to
restore the loss of CO2 that was released by historical intensive tillage practice over
a short period of time.

Crop selection, rotation, and intensified cropping allow more above-ground
biomass, and consequently enable more CO2 storage. Their net carbon storage
effects will be maximized when applied in conjunction with conservation tillage.

Soil organic carbon may depend on the soil biological and chemical properties,
for example, pH. Addition of metal oxides such as CaO and MgO is expected to
enhance the chemical sorption of CO2 into the soils. However, this change in pH
may also change the behaviors of microorganisms in the soils.

Fungal and bacterial species in the soils play an important role in the release and
storage of soil organic carbon as well as the emissions of other GHGs such as N2O
and CH4. The complexity of microbial community opens another opportunity for
potential CO2 storage and/or reduced GHG emissions by multiplication of the
microbial species. Different ongoing research projects are being conducted to
evaluate the feasibility of this approach.

12.8.5.2 Change in Land Use

Land on the earth can be grouped into, in the increasing order of carbon storage
share, degraded land < croplands < pasture < grass lands < wetlands < forest. Land
upgrading in terms of carbon storage capacity is expected to contribute to additional
CO2 storage. IPCC (2000) report on land use, land-use change and forestry esti-
mated that about 1 Gt-C per year could be stored in the short term as a result of the
regrowth of perennial vegetation and improvements of land management practices
in croplands, grasslands, and forests. For example, change in land use can be
achieved by wetland management and restoration and forestry management,
afforestation, and reforestation.

Protection and restoration of wetlands presents an opportunity for increased
underground organic carbon storage. The residence time of the CO2 stored in
wetland depends on the plant type and the degree of inundation. Since wetland is
the second best land in terms of CO2 storage, only after forest, more CO2 is released
into the atmosphere when wetland is drained for uses as agricultural or urban and
industrial development. Unfortunately, recent research shows that it is challenging
to restore the lost CO2 simply by recreating wetlands. More research and devel-
opment is needed in this area.

The loss of CO2 storage in forest can be reduced by reducing logging and
deforestation. Protection of old trees and regeneration of secondary and degraded

388 12 Carbon Capture and Storage



forests stand biomass with improved CO2 storage. Afforestation of croplands is
another option at a reasonable cost. The effect can be further extended by replacing
soft bushes with standing wood forest.

12.8.5.3 Energy Crop Production

Energy crop production is the option that regenerates biomass from CO2 in the
atmosphere or concentrated CO2 from carbon capture CO2 is converted into bio-
mass by photosynthesis and these crops are burned or converted into fuels for
combustion, where CO2 is released again. Energy crops are plants grown specifi-
cally for energy production. They are planted and harvested periodically. These
energy crops contain oils (soybeans, nuts and grains), sugar (sugar beets), starches
(corns, cereal), and lignocellulose in residues or woody biomass.

Technical description of energy production and biofuels from energy crops have
been introduced in Sect. 8.4. It is not repeated here.

Energy crops can be classified into herbaceous and short-rotation woody crops
[10]. The former is characterized with low lignin content enabling easy delignifi-
cation and improved accessibility to carbohydrate in lignocellulose for biofuel
production. Examples of herbaceous energy crops are

• Perennials like sugarcane, napier grass
• Annuals such as corn, forage sorghum
• Thin-stemmed, warm season perennial, e.g., switch grass

Woody energy crops are fast growing and suitable for use in dedicated supply
systems. Desirable candidates are characterized with rapid juvenile growth, wide
site adaptability, and pest and disease resistance. They are grown on a sustainable
basis and harvested on a rotation of 3–10 years. For example,

• Flowering plants like willow, oak, poplar
• Evergreens like pine, spruce, cedar

Algal biomass is a special energy crop that can be grown in an aqueous envi-
ronment. It can be cultivated in ponds built beside stationary CO2 capture sources
such as power plants, cement plants, and municipal waste plants. This practice
enables high productivity per area of land with low foot prints. In addition, it is
expected to produce and harvest biomass continuously with engineered nutrient
control. The process allows simple operation with low quality land and water that
are unsuitable for other crop growth. Processed algae can be used as a solid fuel or a
feedstock for biodiesel. Readers are referred to the literature for advances in algae
and energy crop production.
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12.9 Environmental Assessment

Although many technologies have been claimed to be effective in reducing carbon
emissions, a comprehensive life cycle analysis (LCA) must be conducted before an
affirmative conclusion can be made. Since the 1970s, environmental assessment has
been developed as a systematic process to identify, analyze, and evaluate the
environmental effects of products or activities to ensure that the environmental
implications of decisions are taken into account before the decisions are made.
Environmental assessment allows effective integration of environmental consider-
ations and public concerns into decision-making.

In principle, environmental assessment can be undertaken for individual projects
such as a dam, motorway, factory, or a bioenergy plantation; it can also be done at a
large scale for plans, programs, and policies. These approaches aim at providing a
systematic procedure for identifying potential risks to human health and the envi-
ronment, and a comparison of the respective risks to alternative options for different
environmental compartments (air, soil, water).

LCA is a specific method developed in the 1980s for determining and comparing
the potential environmental impacts of product systems or services at all stages in
their life cycle—from extraction of resources, through the reduction and use of the
product to reuse, recycling or final disposal. It can be applied in strategy formulation,
product development, and marketing. The LCA methodology has been developed
extensively during the last decade. Moreover, a number of LCA-related standards
(ISO 14040-14043) and technical reports have been published by the International
Organization for Standardization (ISO) to streamline the methodology.

The LCA approach is quite data-intensive. Not only are direct impacts included,
but also those stemming from “upstream” activities such as mining, processing, and
transport, as well as the materials (and energy) needed to manufacture all processes.
With LCA being developed as a specific assessment methodology to compare
products, the formal assessment requirements from the ISO standards for LCA are
demanding with regard to time and resources.
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Chapter 13
Nanoaerosol

Nanomaterials are now widely used in many industries, for example, for improving
combustion efficiency, environmental protection, health, and renewable energy
production. Once these nanoparticles enter the air, they may result in nano air
pollution and have to be monitored and filtered for the protection of the environ-
ment and health. Engineering approaches to nano air pollution control is the core
part of this chapter. Specially, it will cover the properties of nano air pollution and
its implications on air monitoring and air filtration technologies.

13.1 Sources of Nanoaerosol

Nanoaerosols are nanoparticles suspended in a gas. These nanoparticles could be
liquid droplets but more often solid particles with at least one dimension being less
than 100 nm. Most researchers consider nanoaerosol as another name of ultrafine
aerosol or ultrafine particulate matter. There is actually a slight difference between
ultrafine aerosol or particulate matter and nanoaerosol. The former is commonly
used to describe airborne nanoparticles that are produced incidentally without
intension and are suspended in the atmosphere. The latter has a broader coverage
including both environmental and engineered nanoparticles in any carrier gas.

Nanoaerosols are produced from various sources intentionally or as a byproduct.
Environmental nanoaerosols are produced in the atmosphere by natural nucleation
and condensation or incomplete combustion of hydrocarbons. The latter are mostly
soot particles; a soot particle is a cluster of nanoparticles between 10 and 100 nm.
Engineered nanoaerosols are a result of recent rapid advances in nanotechnology,
produced when manufactured nanomaterials become suspended in the air or other
carrier gases. These particles usually have complex shapes including sphere, cube,
cylinder, flake, crystal, and so on. As introduced in Chap. 4, these different shapes
affect their aerodynamics.

Thousands of years ago, the Chinese started collecting soot particles from burnt
pine to make high quality ink for fine painting. This may be the earliest engineered
nanoaerosol. Nowadays, engineered nanomaterials find more applications to the
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improvement of our quality of life. Many different types of nanosized drugs have
been developed and some of them can be aerosolized and delivered by inhalation.
Respiratory nanomedicine delivery benefits a patient due to high drug deposition in
central and peripheral regions of the lungs [7]. However, human respiratory systems
did not seem to be effective in capturing nanoaerosol particles smaller than 40 nm [23].
Drug delivery systems for nanoaerosol are believed to have potential to significantly
reduce extrathoracic depositional drug loss [7]. Dosing effect can be improved by
charging the particles.Manufacturing cylindrical or tubular shaped nanoaerosol drugs
may also help since their actual aerodynamic diameters are increased to micron range
and tend to travel only one way into the human respiratory system. On the other hand,
manufacturing sub-10 nanoaerosol-based drugs and associated delivery devices are
challenging because they agglomerate easily at high concentrations.

Another example is the wide use of nano-silver spray as a disinfectant. During
the short life of nanoaerosol after spraying, high dose exposure could result in acute
or chronic health effects. The mechanisms of toxicity of silver ions (Ag+) are well
known, but little is known about toxicity nano-silver induced to living organisms.
In addition, limited data available has shown that other potentially hazardous and
toxic materials are involved in the product and the disinfectant spray could also
have negative impacts on the environment and human health.

Nanotechnology market keeps increasing in the past decade to a level of the
order of hundreds billion US dollars, according to a report of European Agency for
Safety and Health at Work [5]. New market opportunities lead to growing concerns
regarding potential risks to the environment and health of human beings. In addition
to the safety risk of explosion, some experts suspect that nanomaterials affect health
more than microscale materials. At the workplace, workers can be exposed during
the production process, use of nanomaterials, transport, storage or waste treatment.

Nanomaterials might also have negative impact on the environment by water and
solid contamination, causing indirect impact on people’s health. As illustrated in
Fig. 13.1, nanoaerosol emitted and formed in the atmosphere eventually falls down
to the ground with precipitation. Many experts in nanotechnology believe that it is
the next industrial revolution. On the other hand, new technologies come with new
risks, which are discovered often later than their benefits.

13.2 Exposure to Nanoaerosol

While the society is enjoying the benefits and excitement brought by nanotechnology,
some experts are concerned about its negative impact on human health and the envi-
ronment. In addition to the nanoaerosol produced in nature and by combustion, recent
rapid advances in nanotechnology have outpaced the risk assessment and government
regulations in this industry. Nanoaerosol can be more toxic than larger ones of the
samematerial because of their small size, large surface area and great diffusivity. Long-
term exposure to nanoaerosol may cause ischemic heart disease, cardiovascular dis-
eases, stroke, chronic bronchitis, asthma, and respiratory tract infections [14].
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Nanoparticles in certain size range can transport toxic chemicals into the human
body through the respiratory system. These chemicals may cause more damage than
their counterparts in micron size range. Comparison between the rat’s exposure to
250 and 20 nm titanium oxide (TiO2) aerosol particles of the same weight showed
that more 20 nm particles were trapped in the lung, resulting in inflammation [12].
Similar studies showed that exposure to 30-nm Teflon particles, which are con-
sidered as inert at micron level, led to acute pulmonary toxicity in rats [27].

Nanoparticles can cause adverse health effects due to the direct action of the
particles or to their rate as carriers of toxic elements [61]. Because nanoparticles are
not removed from the upper respiratory tract, they are inhaled into the deeper areas.
Their rather high deposition (more than 90 %) in the alveolar region or other
respiratory tract regions leads to their subsequent entry into the blood stream [7, 58].
The small size and large surface area of nanoparticles enable significant interaction
with biological systems. Nanoaerosols may also cause toxic effects on other organs.
Nanoaerosols deposited in alveolar region or other respiratory tract region can lead
to diffusion into the circulatory system [58], and they can reach the brain and the
heart. A direct interaction of particles (or compounds generated by particles) with
DNA is considered possible. Therefore, there may be a great risk of carcinogenicity.

The most important toxic effects are induced by nanoaerosol inhalation, and
thereby chronic toxicity and carcinogenicity in the lungs [39]. Since the size of
nanoaerosol particles is smaller than cells, they can penetrate through the respiratory

Fig. 13.1 Environmental impact of nanoaerosol
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or integumentary system and leach into the bloodstream. Contrary to neutral nano-
aerosols of the same size; charged nanoaerosol particles have a much greater prob-
ability of depositing into the lungs [9]. Similar to the effects of fine aerosol,
nanoaerosol can cause inflammation, fibrosis, and lung tumors if the exposure at
workplaces passes certain threshold and long-lasting. Increased surface area and
decreased particle diameter are believed to be the cause of the increased toxicity of
granular nanomaterials in the lungs. Lung toxicity, evidenced by inflammation and
tissue damage, was also proven to be induced by fibrous nanomaterials such as carbon
nanotubes (CNTs). Despite of the evidences provided by tests using rate, mice, and
hamsters, not everybody agrees with the mechanisms of tumor development.

Effects on the skin or a relevant skin penetration were not well quantified.
However, the barrier function of the skin could be breached by the presence of skin
lesions, strong mechanical strain or small-sized nanoparticles (<5–10 nm). For
example, a human case of allergic response to nanomaterials was described by a
person exposed to dendrimers in Japan [57]. A 22-year old student involved in
synthesis of dendrimers developed erythema multiforme-like contact dermatitis on
his hands. Conventional treatments and anti-histamines could not stop the disease
from progressing to other areas of the body. After 3 weeks of hospitalization, he
recovered, but it appeared again when he reentered the same laboratory.

At this moment, there is no legal standard that sets the occupational exposure
threshold of nanoaerosol. The development of risk assessment of exposure to
nanoaerosol has been limited by the lack of standard methods and compact
instrumentation for long term monitoring. Accurate risk assessment requires
advanced nanoaerosol sampling and characterization techniques for the analysis of
both physical and chemical properties of nanoaerosol. Nonetheless, occupational
exposure limits for nanomaterials are set by different organizations. Proposed
occupational exposure limits for engineered nanoaerosol are summarized in
Table 13.1.

Table 13.1 Proposed occupational exposure limits of nanoaerosols

Nanoaerosol Occupational exposure
limit

Parameters

Titanium dioxide 0.1 mg/m3 0.1 risk level particles\100 nm

General dust 3 mg/m3

Photocopier toner 0.6 mg/m3 Tolerable risk

0.06 mg/m3 2009 acceptable risk

0.006 mg/m3 2018 acceptable risk

Biopersistent granular
materials (e.g., metal oxides)

20,000 particles/cm3 Density > 6,000 kg/m3

40,000 particles/cm3 Density < 6,000 kg/m3

Carbon Nanotubes (CNTs) 0.01 f/cm3 Exposure risk ratio for asbestos

Fibrous 0.01 f/cm3 3:1; length 75,000 nm

Multi-walled CNTs 0.0025 mg/m3 Nanocyl product only [40]

Source Schulte et al. [47]
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13.3 Properties of Nanoaerosol

13.3.1 Number and Size of Nanoaerosol Particles

As shown Fig. 13.2, by number, nanoaerosol particles constitute 90 % or more of
ambient aerosols, although they only account for a very small fraction of the total
mass [48].

The small size of nanoparticles leads to a great surface area to mass ratio and
consequently other unique properties of nanoparticles. The high surface area leads
to a great surface reactivity. On a nano scale, both classic physics and quantum
physics play roles in the interfacial behavior of nanoaerosols.

Some researchers believe that high concentration nanoparticles in the air
agglomerate rapidly to form larger particles by chemical bonding and physical
reactions [51]. As a result, the lifespan of individual nanoaerosol particles is usually
short. Nanoparticles with the sizes of 1–10 nm have the lifespan of a few minutes to
hours [2]. Meanwhile larger nanoparticles are formed by agglomeration. As a result,
the size distribution of the nanoaerosol in a certain environment may change over
time. The agglomeration mechanisms of nanoaerosols are not yet well understood.

On the other hand, well-dispersed nanoaerosols at low concentration may remain
airborne for a long period of time; their setting velocity is extremely low because of
their small aerodynamic sizes. At low concentration, the chance for nanoaerosol
particles to agglomerate is low because of their great impact velocities.

PM 2.5
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10 100 1000 10000

Fig. 13.2 Aerosol number and mass distribution versus size
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To take advantage of the unique properties of nanoaerosol, one of the future
trends in nanomedicine is targeted drug delivery to the respiratory system by
nanoaerosol; it is important to improvement of drug therapies, lung imaging, gene
delivery and therapy, tuberculosis diagnosis and treatment. It is important to clearly
understand the toxicological effect of inhaled nanoaerosol to address the increasing
concerns over potentially harmful public and occupational exposure. And this type
of research should be conducted systematically on a global scale.

13.3.2 Noncontinuum Behavior

Nanoaerosol particles are small enough to approach the mean free path of air, which
is about 67 nm under standard conditions. For nanoaerosol the continuum
assumption is no longer valid and can attain free molecular flow; there is a non-
continuum interaction between the particles and the carrier gas. The dimensionless
parameter that defines the nature of the aerosol is the Knudsen number, which is the
ratio of gas mean free path to particle radius.

Kn ¼ 2k=dp ð13:1Þ

where dp is the particle diameter and k is the gas mean free path that was introduced
in Sect. 2.1.7 above. Under normal conditions the mean free path of the air mol-
ecules is 66 nm. Thereby Kn is in the range of 1.32–132 when the diameter of
nanoparticle drops from 100 to 1 nm. Now the air-nanoparticle is in noncontinuum
regime, Cunningham correction factor, Cc, becomes much more important than
micro sized particles.

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �
ð13:2Þ

Both Kn and Cc are dimensionless parameters. Since the theoretical value of Cc is
always greater than 1, the drag force experienced with slipping effect considered is
always smaller than the value calculated with non-slipping assumption. The drag
force exerted by the air on the nanoaerosol is calculated by

FD ¼ 3pl Vp � Vg
� �

dp
Cc

ð13:3Þ

Under normal conditions, air flow immediately surrounding a nanoaerosol particle
is laminar or in the Stokes regime, although the bulk air flow may be turbulent. In
addition, a nanoaerosol particle tends to follow the moving carrier gas and it is very
difficult to separate them simply by inertia.
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13.3.3 Diffusion of Neutral Nanoaerosol

The diffusion coefficient of uncharged nanoaerosol particles in the air can be
determined by the Stokes-Einstein equation described in Eq. (13.4):

Dp ¼ kTCc

3pldp
ð13:4Þ

where k is the Boltzmann’s constant, T the temperature, μ the kinetic viscosity of
the carrier gas. For smaller nanoparticles in the size range of 0.5–2 nm, the diffu-
sivity can be calculated using the equation given by Ichitsubo et al. [21] as

Dp ¼ 0:815crms

12pN dg þ dp
� �2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ M

Mn

r
ð13:5Þ

where dg is the gas molecule diameter (0.37 nm for air), N is the number con-
centration of gas molecules (2:45� 1025=m3 for air at 293 K and 1 atm), M is the
molar weight of the carrier gas (28.82 for air), Mn is the molar weight of nano-
aerosol particles, crms is the root mean square velocity of the carrier gas molecules,
which can be determined using Eq. (13.6).

crms ¼ 3RT
M

� �1=2

ð13:6Þ

13.3.4 Electrical Properties of Nanoaerosol

Nanoaerosol particles are primarily charged by diffusive charging. The number of
ions charged to a nanoaerosol particle is calculated using Eq. (13.7) [63]

nðtÞ ¼ dpkT
2e2KE

ln 1þ dpKEcipe2Ni0

2kT
t

� �
ð13:7Þ

where ci is the mean thermal speed of ions (239 m/s at standard conditions
T = 293 K, P = 1 atm), k is Boltzmann constant (1.38 × 10−23 J/K), KE is a constant
of proportionality (1/4πε0 = 9 × 109 Nm2/C2), Ni0 is ion concentration.

While micron particles may be charged with hundreds of ions, a nanoaerosol
particle smaller than 20 nm will probably acquire only a couple of ions; in some
cases it will not acquire any. If polydisperse nanoaerosol particles pass through a
bipolar charger, two nanoparticles of the same size may obtain different charges
[32]. Experimental data show that generally, after charging, sub-20 nm particles
carry a negative charge while larger particles carry a positive charge [1].

High concentration of ions and sufficient charging time allow particles to reach
maximum charging. The maximum charging by unipolar charging enables the
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particles to carry ions with same polarity, negative or positive. Charged particles are
subjected to electrical forces in an electrical field. The bipolar charging process
eventually leads to Boltzmann charge equilibrium if the particles experience suf-
ficient charging time. In such cases, they are considered neutralized. Highly charged
particles may be discharged by colliding with ions with different polarity [43].

There are many types of nanoaerosol chargers. Unipolar ions can be produced by
unipolar corona discharge, UV charging, carbon fiber ionizer, and separation of
ions produced by bipolar ions. Bipolar ions are usually produced by radioactive
sources such as Kr85 or Po210, soft X-ray, AC corona discharge or dual electrode
corona discharge. According to the mechanisms of ion generation, the chargers can
be classified into:

• Corona discharge chargers,
• Radioactive chargers, and
• Photoelectric chargers.

Corona discharge is the most commonly used for high ion concentrations [22].
Bipolar charging method has a lower charging efficiency due to particle loss and
ions recombination. In the unipolar method, produced ions in the corona charger are
moved using the filtered air passing opposite the aerosol flow. Filtered air causes
aerosols to be diluted and decreases charging efficiency.

However, nanoparticles may be generated in a corona. Various studies have
investigated nanoparticle generation associated with bipolar and unipolar corona
chargers [26, 35, 45, 52] and have reported methods to reduce nanoparticle gen-
eration in corona charging. One reason for generating nanoparticles by the corona
charger is that a corona charger has enough energy to start gas-phase chemical
reactions in the charger region, such as forming ozone from oxygen, which may
lead to particle generation [45]. Moreover, sputtering of metal from the surface or
erosion of the electrodes is another reason which may cause particles to be gen-
erated [30].

13.4 Separation of Nanoaerosol from the Air

Separation of general aerosol particles and particulate matter has been introduced in
Chap. 6. Among the technologies introduced therein, separation based on inertia in
cyclone and gravity settling chamber have almost no effect on nanosized size range.
Under normal conditions, nanoaerosol particles follow the air due to their non-
continuum behavior.

It is technically challenging to remove nanoparticles from the air by electrostatic
precipitators (ESPs) only because nanoaerosol particle charging efficiency is low.
Furthermore, extra nanoaerosol particles are likely to be produced in corona
chargers, which is a critical component of an ESP. Passing nanoaerosol through a
liquid (e.g., water) column can effectively remove the unwanted particles from the
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air. It may work effective for small quantity of air, however, it becomes costly for
large air flow rates.

Filtration of nanoaerosol particles from its carrier gas is important to nanoaerosol
sampling and characterization as well as air cleaning. The filtration efficiency for
nanoaerosol is also described using Eq. (13.8)

gnano ¼ gtsgad ð13:8Þ

13.4.1 Nanoparticle Transport Efficiency

Same as microparticles, nanoparticle transport efficiency (ηts) is calculated based on
the single fiber efficiency (ηsf) as described in Sect. 6.5:

gts ¼ 1� exp
�4agsfL
1� að Þpdf

� �
ð13:9Þ

where df is the diameter of the fiber, L is the thickness of the bulk filter, and α is the
solidity of the filter. The single fiber filtration efficiency can still be determined
using Eq. (6.8)

gsf ¼ 1� 1� gitð Þ 1� gip
� �

1� gDð Þ 1� gEð Þ ð13:10Þ

However, the dominating mechanisms for removing neutral airborne nanopar-
ticles using fibrous filters are Brownian diffusion and interception.

gsf ¼ 1� 1� gitð Þ 1� gDð Þ ð13:11Þ

There have been several models developed for these mechanisms, and the state
of the art is summarized in the paper by Givehchi and Tan [16]. We choose the
latest one for each of these two mechanisms. The single fiber efficiency for neutral
particles in a slip flow for a Brownian diffusion (ηD) considering slipping effect is
described using the following equation [62].

gD ¼ 0:84Pe�0:43 ð13:12Þ

where Pe is Peclet number is defined using Eq. (13.13)

Pe ¼ U0df
Dp

ð13:13Þ
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The single fiber filtration efficiency for interception mechanism ηit is [41]

git ¼ 0:6
1� a
Y

� �
R2

1þ R
1þ 1:996Knf

R

� �
ð13:14Þ

Y is the Kuwabara hydrodynamic factor, defined using Eq. (13.15). It is a function
of filter solidity a

Y ¼ � lna
2

� 3
4
þ a� a2

4
for Knf � 1 ð13:15Þ

Knf is the fiber Knudesn number described in Eq. (13.16)

Knf ¼ 2k=df ð13:16Þ

where df is the fiber diameter and R is the interception parameter defined in
Eq. (13.17).

R ¼ dp
df

ð13:17Þ

Example 13.1: Nanoaerosol filtration efficiency
A filter is made of fiberglass with a solidity of 5 %, and it is 5-cm thick. The average
diameter of the fibers is 5 µm. When the face speed is 0.15 m/s, calculate and plot
the fractional transport efficiency as a function of particle aerodynamic diameter in
the range of 1–100 nm under standard conditions, by interception and diffusion,
respectively.

Solution
In this problem, the following parameters are considered as constant

df ¼ 5 lm; a ¼ 0:05; l ¼ 1:81� 10�5 Pa:s

Knf ¼ 2k
df

¼ 0:0264

Y ¼ � lna
2

� 3
4
þ a� a2

4
¼ 0:80

The following variables can be calculated in an Excel sheet for different particle
diameters

R ¼ dp
df

404 13 Nanoaerosol



Cc ¼ 1þ Knp 1:142þ 0:558 exp � 0:999
Knp

� �� �

Dp ¼ kTCc

3pldp

Pe ¼ U0df
Dp

The single fiber filtration efficiency by inertial interception and diffusion, per unit
length of fiber is calculated using

git ¼ 0:6
1� a
Y

� �
R2

1þ R
1þ 1:996Knf

R

� �

gD ¼ 0:84Pe�0:43

With the face speed of 0.15 m/s, we can get the single mechanism filtration
efficiency for interception, and diffusion. The result is shown in Fig. 13.3.

As seen in Fig. 13.3, diffusion dominates the nanoaerosol particle transport. The
transport efficiency by diffusion increases from nearly 0 to 100 % as the particle size
decreases from 100 to 1 nm.

Fig. 13.3 Calculated
nanoaerosol filtration
efficiency
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13.4.2 Adhesion Efficiency and Nanoaerosol Thermal
Rebound

In conventional filtration theory, the adhesion efficiency is assumed unity (ηad ≡ 1).
However, it is not certain for nanoaerosol particles. Conventional filtration theory
(in Sect. 6.5) indicates that nanoaerosol particle filtration efficiency increases
inversely with particle size. Base on this hypothesis, filtration efficiency of nano-
aerosol particles can reach 100 % for a properly designed filter. In reality, however,
there should be a critical size from which filtration efficiency drops with the
decrease of particle diameter (see Fig. 13.4). Otherwise, gas molecules, which are
indeed extremely small particles, should be captured by filters resulting in no
separation of aerosol particles and the carrier gas. Knowledge of this critical size is
important to the design of effective nanoaerosol filters.

When an aerosol particle impacts on a filtration surface, there is an interfacial
adhesion force attempting to hold them together. When the adhesion force is strong
enough to offset the outgoing momentum at the end of impact, the particle is
captured by the filtration surface. It has been well accepted that aerosol particles
always stick on the surface in contact. However, this may not be true for nano-
aerosol particles because the impact between a solid nanoparticle and a solid surface
is most likely elastic because of the small contact area, high speed, and unique
properties of nanoaerosol [10]. As a result, nanoparticles may rebound from the
filtration surface.

Most researchers (e.g., [60]) assume that the thermal speed of nanoaerosol
particles follow the Maxwell–Boltzmann distribution, which is described in
Eq. (13.18).

f ðvimÞ ¼ 4pv2im
m

2pkT

	 
3=2
exp �mv2im

2kT

� �
ð13:18Þ

Fig. 13.4 Filtration efficiency
vs aerosol particle diameter
(not in scale)
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where m, k and T denote particle mass, the Boltzmann constant and temperature,
respectively. Following the analysis that is similar to the molecular dynamics
introduced in Sect. 2.1, the mean impact speed of the nanoaerosol particles is
described by Eq. (13.19)

vim ¼
ffiffiffiffiffiffiffiffi
8kT
pm

r
ð13:19Þ

where the mass (m) in the denominator is now the mass of a single nanoaerosol
particle instead of that of a gas molecule. With the mass of a particle, m = ρpπdp

3/6,
Eq. (13.9) becomes

vim ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
48kT
p2qpd3p

s
ð13:20Þ

Equation (13.4) shows that vim / d�1:5
p . Therefore, the mean thermal impact

speed increase dramatically as particle size drops.
We can use Eq. (13.20) to estimate the mean thermal impact speeds of nano-

aerosol particles with aerodynamic diameters in the range of 1–100 nm in standard
air. For standard air, T = 293; particle density qp ¼ 1,000Kg

�
m3. We can plot the

thermal impact speed vs particle diameter in a logarithm scale as in Fig. 13.5.
This assumption may be valid only for dispersed nanoaerosol particles. It has

been widely accepted and validated that Maxwell–Boltzmann distribution governs
the speed of gas molecules by which the nanoaerosol particles are surrounded, then
the motion of the particles are resulted from the impact between the gas molecules
and the aerosol particles. The nanoaerosol particles may not move as freely and
randomly as the gas molecules due to their inertia. Unlike gas molecules, which do
not coagulate to each other upon collision, nanoaerosol particles could agglomerate
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Fig. 13.5 Thermal impact
speed of nanoaerosol particle
in standard air
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and change in size and number concentration. Thus, the assumption of Max-
well–Boltzmann distribution of nanoparticle thermal speed might be valid for
diluted cases only. Nonetheless, we have to carry on with the analysis before a
better hypothesis is established.

13.4.3 Critical Thermal Speed

The critical particle speed that enables thermal rebound of aerosol particles is a
function of adhesion energy (Ead), the coefficient of restitution (e) and particle mass
(m).

vcr ¼
ffiffiffiffiffiffiffiffiffi
2Ead

me2

r
ð13:21Þ

The particle critical velocity, above which particle rebounds from the surface, is
calculated using Eq. (13.21) and, with m = ρpπdp

3/6, it becomes

vcr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

12Ead

pqpd3p
	 


e2

vuut ð13:22Þ

where Ead is the adhesion energy, which will be elaborated shortly, e is the coef-
ficient of restitution defined as the particle velocity at rebound over the normal
particle velocity at the instant of contact. While intuitively one may assume that
e ≈ 1 for nanoaerosol because of the great rigidity, it is not true. The absolute value
is unknown [16]. The coefficient of restitution is dependent on the material of the
nanoparticles and the filter surface and the impact velocity of the nanoparticles [3].
For the impact velocities close to the critical velocity, the coefficient of restitution is
small, and it leads to small rebound velocities. Molecular dynamics simulation by
Ayesh et al. [3] showed that, for solid nanoparticles,

e� 0:6

Unfortunately, the database for coefficient of restitution for nanoparticles is still
not well developed yet.

13.4.4 Adhesion Efficiency

Since the particles are considered as being collected when their thermal velocities are
below vcr, the fractional adhension efficiency can be mathematically described by
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gad ¼

Rvcr
0
f vimð Þdvim

R1
0
f vimð Þdvim

ð13:23Þ

With the assumption of Maxwell–Boltzmann distribution for the particle thermal/
impact velocity, Eq. (13.23) can be written as, by cancelling the common constants

gad ¼

Rvcr
0
v2im exp � mv2

im

2KT

	 

dvim

R1
0
v2im exp � mv2

im

2KT

	 

dvim

ð13:24Þ

Note that the general integration of

Z
x2 exp �ax2

� �� 
dx ¼

ffiffiffi
p

p
erf

ffiffiffi
a

p
xð Þ

4a1:5
� x� exp �ax2ð Þ

2a
ð13:25Þ

where erf is the error function, and erf(0) = 0; erf(∞) = 1. And xD exp �ax2ð Þ !
0when x ! 1; the numerator and the denominator in Eq. (13.24) are, respectively,

Zvcr
0

v2im exp �mv2im
2KT

� �
dvim ¼

ffiffiffi
p

p
erf

ffiffiffiffiffiffiffi
m

2KT

p
x

	 

4 m

2KT

� �1:5 � x exp � m
2KT x

2
� �

m
KT

ð13:26Þ

Z1
0

v2imexp �mv2im
2KT

� �
dvim ¼

ffiffiffi
p

p

4 m
2KT

� �1:5 ð13:27Þ

Then the adhesion efficiency can be described as

gad ¼ erf

ffiffiffiffiffiffiffiffiffi
m

2KT

r
vcr

� �
�

ffiffiffiffiffiffiffiffiffi
2m
pKT

r
vcr � exp � m

2KT
v2cr

	 

ð13:28Þ

Recall that

vim ¼
ffiffiffiffiffiffiffiffi
8kT
pm

r
ð13:29Þ
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Equation (13.28) becomes

gad ¼ erf
2ffiffiffi
p

p vcr
vim

� �
� 4
p
vcr
vim

exp � 4
p

vcr
vim

� �2
" #

ð13:30Þ

For the ease of presentation, we define an interim term

z ¼ 2ffiffiffi
p

p vcr
vim

ð13:31Þ

The equation for adhesion energy can be simply presented as

gad ¼ erf zð Þ � 2zffiffiffi
p

p exp �z2
�  ð13:32Þ

For the ease of calculation without software, the error function can be approx-
imated with

erf zð Þ � 1� 1

1þ a1zþ a2z2 þ a3z3 þ a4z4ð Þ4 ð13:33Þ

where a1 = 0.278393, a2 = 0.230389, a3 = 0.000972, and a4 = 0.078108. The
maximum error is 5 × 10−4 (Fortran 77 manual).

13.4.5 Adhesion Energy

Several models of adhesion energy (Ead) were developed before and they were
summarized by Givehchi and Tan [16]. As guidance, we will introduce only two of
them, the JKR model [24] and the DMT model [11]. These two models complement
each other because they represent two extremes in the Tabor parameter spectrum.
JKR model is applicable to soft material, large radius, compliant spheres, and large
adhesion energy and DMT model is for hard material, small radius with low
adhesion energy [33]. The effectiveness of the DMT model has been proven for
smaller and stiffer contact solids [44]. However, the main defect in this theory is
that it neglects deformations outside the contact area [33].

Consider a nanoparticle deformed on the solid surface in Fig. 13.6. The adhesion
energy between the particles and the surface of the filter material can be mathe-
matically calculated based on consideration of elastic or plastic impaction.

Ead ¼ Dcpa2 ð13:34Þ
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where a ¼ the contact radius between particle and filter fiber and πa2 is the contact
area, Ead = the adhesion energy (J), Dc ¼ the specific adhesion energy (J/m2), and
Δγ is a function of the Hamaker constant [11].

Dc ¼ H
12pZ2

e
ð13:35Þ

where Ze = 0.4 nm is the equilibrium distance between the bodies. H ¼ the
Hamaker constant between the particle and the filter surface. A great deal of
uncertainty is thus related to the determination of the specific adhesion energy
especially in the case of nanomaterials.

The Hamaker constant between the particle and the filter surface can be calcu-
lated using

H ¼ HpHf
� �1=2 ð13:36Þ

Fig. 13.6 Schematic diagram
of adhension energy analysis

Table 13.2 Material properties for thermal rebound calculation

Material Hamaker constant
Hi � 1019 J

Density
(kg/m3)

Mechanical constant
Ki � 1011 m2

�
N

� �
Calculated by
Givehchi [16]

Given by Wang
and Kasper [60]

Polystyrene 0.79 1,005 10.130 8.86

Glass (Dry) 0.85 2,180 0.443 –

NaCl 0.7 2,165 0.746 2.35

WOx (Tungsten) 1.216 19,250 0.071 –

Steel 2.12 7,840 0.137 0.139

Nickle – 0.137

Copper 3.3 8,890 0.218 0.216

Fused quartz 0.65 – 0.432
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where the subscript p and f stand for particle and filter surface, respectively. A
typical Hamaker constant is in the order of (10−19–10−21) J. The values for some
materials are listed in Table 13.2.

Example 13.2: Specific adhesion energy
Estimate the specific adhesion energy between a NaCl particle and a glass fiber

Solution
For salt particles and a glass fiber filter, Hp ¼ 7� 10�20 J, Hf ¼ 8:5� 10�20 J; then
the Hamaker constant is

H ¼ HpHf
� �1=2¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

7� 8:5
p

� 10�20 J ¼ 7:71� 10�20 J

The specific adhesion energy is

Dc ¼ H
12pZ2

e
¼ 7:71� 10�20 J

12p 0:4� 10�9ð Þ2 m2
¼ 0:0128 J

�
m2

where Ze ¼ 0:4 nm.

By considering the effect of surface adhesion energy and contact pressure inside
the contact area, the contact radius between bodies and the adhesion energy are
respectively given by the following two equations, ignoring the external force:

a ¼ R�

Y� 6DcpR�ð Þ
� �1=3

JKR Modelð Þ

a ¼ R�

Y� 2DcpR�ð Þ
� �1=3

DMT Modelð Þ

8>>><
>>>:

ð13:37Þ

where R� ¼ the characteristic radius of two bodies. In this case, they are considered
as the nanoaerosol particle and the filter fiber. And it is defined as

1
2R� ¼

1
dp

þ 1
df

ð13:38Þ

Y* is the composite Young’s modulus of bodies with the mechanical constant of KP

and Kf

Y� ¼ 4
3p

1
Kp þ Kf

� �
ð13:39Þ

Mechanical constants are also listed in Table 13.2.

Example 13.3: Nanoaerosol adhesion efficiency
Calculate the adhesion efficiency using the DMT model with the following
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properties of a glass fiber filter for NaCl nanoparticles 1–100 nm when filter fiber
diameter df ¼ 5 lm.

Solution
For salt particles and glass fiber filter

Hp ¼ 7� 10�20 J

Hf ¼ 8:5� 10�20 J

Kp ¼ 0:75� 10�11 m2

N

Kf ¼ 0:443� 10�11 m2

N

Then the Hamaker constant

H ¼ HpHf
� �1=2¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

7� 8:5
p

� 10�20J ¼ 7:71� 10�20 J

And the specific adhesion energy is

Dc ¼ AH

12pZ2
e
¼ 7:71� 10�20 J

12p 0:4� 10�9ð Þ2 m2
¼ 0:0128 J

�
m2

The composite Young’s modulus of bodies with the mechanical constants of Kp

and Kf

Y� ¼ 4
3p

1
Kp þ Kf

� �
¼ 4

3p
1

0:75� 10�11 þ 0:443� 10�11

� �
¼ 3:51� 1011ðPaÞ

The characteristic radius of two bodies is

R� ¼ 1
2

1
dp

þ 1
df

� ��1

The impact contact area is determined by

a ¼ R�

Y� 2DcpR�ð Þ
� �1=3

Then the adhesion energy is calculated using
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Ead ¼ Dcpa2

Then the critical speed and impact speed are calculated using

vcr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12Ead

pqpd3pe
2

s
; vim ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
48kT
p2qpd3p

s

Then the adhesion efficiency is determined by

z ¼ 2ffiffiffi
p

p vcr
vim

; gad ¼ erf zð Þ � 2zffiffiffi
p

p exp �z2
� 

In calculation using spread sheet, the error function is approximated with

erf zð Þ � 1� 1

ð1þ a1zþ a2z2 þ a3z3 þ a4z4Þ4

where a1 = 0.278393, a2 = 0.230389, a3 = 0.000972, and a4 = 0.078108.

The results are shown in Fig. 13.7 in terms of penetration efficiency.
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13.5 Nanoaerosol Characterization

Nanoaerosol can be sampled on a filter or grid for offline analyses of the mor-
phology and composition of individual particles. The most common offline method
is transmission electron microscope (TEM) and energy-dispersive X-ray spectros-
copy (EDX). However, the physical and chemical properties may change due to
agglomeration and/or chemical reactions during the sampling, transport and offline
characterization processes. An online measurement is preferred when it is available.

Online monitoring of nanoaerosol is applied mainly to measure the size distri-
bution. A number of technologies have been developed to measure airborne
nanoparticle size distribution for use in a laboratory setting. And they are briefly
summarized for guidance as follows.

13.5.1 Scanning Mobility Particle Sizer

Scanning mobility particle sizer (SMPS) employs a differential mobility analyzer
(DMA) to classify nanoaerosols based on their electrical mobility after passing
through a bipolar charger; the performance of a DMA is mostly limited by the low
charging efficiency of sub-20 nm nanoaerosol particles. Classified nanoparticles are
sent into a condensation particle counter (CPC), where they grow to 25 μm by
condensation in butanol or water vapor. Then these large particles are counted by
light scattering technique.

The principles of SMPS were introduced by Wang and Flagan [59]. Particles of
different sizes are separated in DMA based on their electrical mobilities that depend
on particle size. The electrical mobility Zp, a measure of the particle’s ability to
move in an electric field, is defined as

Zp ¼ neCc

3pldp
: ð13:40Þ

where n is number of elementary charges on the particle, e is the charge of an ion,
Cc is the Cunningham slip correction factor, μ is gas viscosity and dp is particle
diameter.

The polydisperse aerosol enters a bipolar neutralizer in the electrostatic classifier
where aerosol particles reach a state of charge equilibrium due to collisions with
bipolar ions. Then the charged aerosol enters DMA. The DMA consists of two
concentric metal cylinders. The inner cylinder (r1) is maintained at a controlled
negative DC voltage and outer one (r2) is electrically grounded. Thus, an electric
field between the two cylinders is created. The polydisperse aerosol (flow rate Qp)
and sheath air (flow rate Qsh) from the top of the classifier flow down the annular
space between the cylinders. Due to the action of the electric field, positively
charged particles are attached to the inner electrode while negatively charged
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particles are attached to the outward one. Uncharged particles are removed with
the excess flow. Only particles with the optimum electrical mobility Zp

* exit the
DMA, and

Z�
p ¼ Qsh

2pVL
ln

r2
r1

� �
ð13:41Þ

where Qsh is sheath air flow rate (equal to excess air flow rate), r2 is outer radius of
annular space, r1 is inner radius of annular space, V is average voltage on the inner
collector rod, L is length between the exit slit and polydisperse aerosol inlet.

Combining Eqs. (13.40) and (13.41) leads to the particle diameter measured as a
function of the collector rod voltage, number of charges on the particle, classifier
flow rate, and geometry of the DMA:

dp ¼ 2 neð ÞVLCc

3lQsh ln
r2
r1

	 
 ð13:42Þ

By changing the voltage supplied to the inner cylinder of the DMA, scanning
over the whole particle size interval is possible.

Once the particles are classified according to electrical mobility; their number
concentration is measured by CPC. The CPC counts particles with a diameter from
a few nanometers to one micrometer. It is very difficult to optically detect submi-
cron particles because they have a diameter that is comparable with or even less
than the wavelengths of most lights. To address this challenge, CPC works by
passing the aerosol samples though a supersaturated vapor stream; the vapor con-
denses quickly on the nanosized particles. These large droplets with nanoparticles
as seeds inside can be easily detected or counted by optical methods. The pulses of
scattered light are collected by a photo detector and converted into electrical pulses.
The concentration of particles is obtained from calibration of DC voltage against
known concentrations.

The combination of size and number gives us the particle size distribution. To
obtain this particle size distribution SMPS requires about 2 min.

13.5.2 Particle Classification by Aerodynamic Particle
Focusing

Alternatively, particle can be classified by aerodynamic particle focusing. Under
normal condition, nanoaerosol particle follow the air due to its noncontinuum
behavior. As introduced in Sect. 4.2.4 above, the inertia of a particle in curvilinear
motion is characterized by the Stokes number (Stk), which is defined in Eq. (13.43).
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Stk ¼ sU0

dc
¼ qpd

2
pCcU0

18ldc
ð13:43Þ

where the characteristic dimension dc in the above equation depends on the specific
application. U0 is the undisturbed air velocity. In standard air, a particle with
Stk ≫ 1.0 will continue in a straight line as the fluid turns around the obstacle. But
for Stk ≪ 1, particles will follow the fluid streamlines closely.

Example 13.4: Stokes numbers of nanoaerosol particles
Estimate the Stokes numbers of nanoaerosol particles with an aerodynamic particle
diameter of 100 nm in standard air flowing at 1 m/s perpendicular to a cylinder of
diameter 1 cm.

Solution
Given U0 = 1 m/s, dc = 1 cm, qp ¼ 1,000 kg/m3, and dp ¼ 100 nm

Under standard conditions

Kn ¼ 2k=dp ¼ 2� 66=100 ¼ 1:32

Cc ¼ 1þ Kn 1:142þ 0:558 exp � 0:999
Kn

� �� �

¼ 1þ 1:32 1:142þ 0:558 exp � 0:999
1:32

� �� �
¼ 4:36

Stk ¼ qpd
2
pCcU0

18ldc
¼ 1000� 100� 10�9ð Þ2�4:36� 1

18� 1:81� 10�5 � 0:01
¼ 1:34� 10�5

The extremely small Stokes number indicates that nanoparticles follow air under
STD conditions and it is difficult to separate them from the air simply by inertia.
However, it is doable under other conditions when the particle viscosity is reduced
and the particle Cunningham correction factor is enhanced. Under a carefully
engineered condition with low pressure, however, nanoaerosol particles can be
separated from the gas phase because of the relatively small amount of molecules
surrounding the nanoaerosol particles.

By this approach, nanoaerosol particles can then be focused to a beam after
expansion through an orifice, referred to as aerodynamic particle focusing. Aero-
dynamic focusing of particles has been employed for the accurate particle sizing
[13]. As depicted in Fig. 13.8, the trajectories of the aerosol particles depend on
their corresponding Stokes number. A well designed focusing orifice could isolate
particles down to a few nanometers [42]. Large particles cross the center line due to
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great inertia and small ones with low inertia do not cross the center line. The
optimally focused particle size by a focusing orifice can be described as [31, 36]

d�p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dmp
	 
2

þ 1:657kð Þ2�1:657k

r
ð13:44Þ

where λ is the mean free path of the carrier gas, the maximum size of the focused
particles (dp

m) is a function of critical Stokes number Stk*,

dmp ¼ 18ldfStk�

qpvf
ð13:45Þ

where ρp is the density of particle, μ is the viscosity of gas, df is the focusing orifice
diameter and vf is the average speed in the focusing orifice exit plane. Gas speed in
the focusing orifice should reach sonic speed to enable aerodynamic focusing of a
certain-size particle. The critical Stokes number Stk* is based on the gas properties
at the orifice throat. The value of Stk* has been numerically determined to be
between 1 and 2 [31] and experimentally determined to be around 2 [42]. It does
not depend on the pressure of the carrier gas.

Substituting Eq. (13.45) into (13.44) leads to

d�p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
18ldfStk�

qpvf

 !2

þ 1:657kð Þ2�1:657k

vuut ð13:46Þ

This equation shows that the optimally focused particle size dp
* depends on the

properties of the gas such as the mean free path (λ) and viscosity (μ) of the carrier gas
and the focusing orifice diameter (df) the gas viscosity and the gas velocity through

Fig. 13.8 Schematic diagram
of aerodynamic partile
focusing
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the orifice. From an engineering practice point of view, it is challenging to alter the
diameter of the focusing orifice or the gas velocity through the orifice. However it is
doable to control the size of the optimally focused particles by changing the gas
mean free path, which can be done by adjusting the upstream gas pressure.

The optimally focused size also depends on the location of the measurement spot
downstream the focusing orifice [13]. For each pressure setting, the focusing is
defined by the mean particle size (dp

*) and the range of particle sizes focused (Δdp
*).

13.5.3 Particle Counting by Current Measurement
Electrospray Technique

Aerosol particles can be counted by relating their diameters to the maximum
charges of ions. According to what we learned in Sect. 6.3.2, the maximum amount
of ions a particle can carry is a function of particle diameter. For nanoaerosol
particles, diffusion charging is the dominating mechanism, and the number of ions
can be estimated by

nðtÞ ¼ dpkT
2e2KE

ln 1þ dpKEcipe2Ni0

2kT
t

� �
ð13:47Þ

The current by these moving particles with charges is

I ¼ NpQne ð13:48Þ

This current can be detected by a Faraday cup connected to an electrometer. By
combination of aerodynamic particle focusing and current measurement, we can
measure the particle size distribution of nanoaerosol particles [54, 56].

The electrometers for the detection of nanosized aerosol particles must be extre-
mely sensitive. The GRIMM model 5.705 electrometer can measure the charge on
aerosol particles of the size 0.8–700 nm. Another option is the TSI 3068B elec-
trometer, which measures total net charge on aerosol particles from 2 nm to 5 µm.

Due to the unique properties of nanoaerosol, too much is unknown in this
emerging area of research. Unfortunately, there is still a great need to develop
stationary or portable instrument to measure particle size distribution that are
practical for broad industrial applications.

Online chemical characterization of nanoaerosol is another challenge with sig-
nificant potential for future research. Compared to size distribution instruments,
much less is developed for online analysis of nanoaerosol chemical composition.
No instrumentation has been reported aiming at online single particle chemical
analysis for sub-10 nm nanoaerosols, which is crucially needed in order to fully
understand the mechanisms of secondary aerosol nanoaerosol formation [6]. Cur-
rently, it has to be conducted by a combination of offline and online approaches in a
statistically significant manner.
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13.6 Nanoaerosol Generation

Nanoaerosol particle instruments are calibrated by suppliers or specialized labora-
tories before they are delivered to end users. In addition to the primary and sec-
ondary calibration methods, calibration shall also include a check on the particle
number counters’s (PNC’s) detection efficiency with particles of a known size,
often being 23 nm (electrical mobility diameter). Proper selection of the test aerosol
particles is essential to the PNC calibration [15]. However, PNCs from different
manufacturers are calibrated using different aerosol materials. For example, emery
oil from TSI and NaCl from GRIMM. When they are used for industrial nano-
aerosol, such as diesel soot, a material with similar behavior with diesel soot should
be used too for the calibration.

An ideal aerosol generator is expected to be able to produce a constant and
reproducible output of stable aerosol particles with adjustable size and concentration
distributions. There are many nanoaerosol generators developed and commercially
available based on different mechanisms. Typical ones are summarized as follows.

13.6.1 Evaporation–Condensation Technique

This method can be used for the generation of solid nanoaerosol particles like NaCl,
C40 (tetracontane), silver or Tungsten. Nanoparticles are produced based on the
principle of evaporation and condensation on nuclei. As shown in Fig. 13.9, the
bulk nanoaerosol material is placed in a ceramic crucible (shown) or a ceramic
heater container (not shown), where the bulk material is heated to its boiling point.
A small flow is introduced into the heater, above the bulk material, to displace the
concentrated vapor. The hot vapor is delivered to an area where it is mixed with the
cool carrier air to enable condensation.

The output is polydisperse nanoaerosol where particles can be as small as 2 nm
[46], which is the starting point of nucleation [29]. The nanoaerosol particle sizes
can be varied by controlling one or both of the following factors.

• the crucible air flow rate (to control the vapor feeding rate)
• the carrier air flow (to control the subsequent cooling rate).

13.6.2 Electrospray Technique

This method is employed mainly for the generation of nanosized liquid droplets. As
shown in Fig. 13.10, the bulk liquid material (e.g., Emery 3004 or PAO 4 cSt) is
feed through a capillary into a container or suspended through a capillary tube from
the container. By applying an electrical field to liquid at the capillary tip, the liquid
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is drawn from the tip into a conical jet to mix with the clean air to produce
nanoaerosol. These nanoparticles are then neutralized by an ionizer. Meanwhile,
Air and CO2 are merged with the droplets, and the liquid evaporates [15].

Fig. 13.9 Evaporation–condensation technique for nanoaerosol generation [15]

Fig. 13.10 Electrospray technique for nanoaerosol generation [15]
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The output is neutralized monodisperse aerosol particle that is free of solvent
residue. The particles are supposed to be spherical in shape. The sizes can be downs
to a few nanometers. The factors that affect the concentration and the size distri-
bution of nanoaerosols include solution concentration, humidity, and pressure.
More about this technique can be found in literature (e.g., [37]).

13.6.3 Soot Nanoaerosol Particles

A properly designed combustion process can be used to generate soot particles, and
it can also be called a soot generator. A soot generator uses a diffusion flame to
form soot particles during pyrolysis (Fig. 13.11). A gaseous fuel is preferred for
easy operation. Within the soot generating burner the flame is mixed with
quenching gas at a definite flame height, resulting in a soot particle flow. Extra air is
introduced then to dilute the soot particle stream.

The output aerosol particle sizes are controlled by means of varying fuel and its
flow rate (in the order of ml per minute), air flow rate (e.g., 200 ml/min) and the
inert quenching gas (say, Nitrogen) flow rate (e.g., 1 l/min) and further dilution air
stream flow rate (1 l/min) [15]. Sufficient quenching ensures that stable soot particle
output in terms of size and concentration. The generated aerosol particle diameter
can be down to a few nanometers and within a range of 106–107 particle/cm3 are
diluted by quench gas and as an option, subsequently by adding dilution air.

Fig. 13.11 Combustion-based soot particle generation [15]
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Chapter 14
Indoor Air Quality

The greatest impact of air pollution on our daily life is not outdoor, but rather
indoor because we spend most of our time in indoor environments or built envi-
ronments. Air pollutants at the ground level atmosphere enter indoor environments
through windows, doors, cracks, and mechanical systems.

Indoor air quality (IAQ) engineering becomes more and more important to
modern society. And it is another relatively new topic related to air emissions and it
cannot be missed in a book like this for completeness. This chapter starts with a
brief introduction of indoor air quality (IAQ) and the sources and effects of indoor
air pollution leading to the engineering approaches to the reduction of indoor air
pollution. The approaches include source control, exhaust by hood, dilution by
fresh air (ventilation and/or in-duct air cleaning), and indoor air cleaning by air
recirculation.

14.1 Introduction

Indoor air quality (IAQ) is the quality of air in an indoor environment. The IAQ
indicators include air temperature, air relative humidity, and concentrations of air
pollutants. Temperature and relative humidity aim at primarily thermal comfort and
the others mainly health.

Indoor air quality is important for various reasons. The first and most obvious
one is that the majority of the people in a modern society spend most of their time in
indoor environments. On average, people in the industrialized countries like USA
spend 90 % or more of their lifetime indoors. Certain group of people, such as
young children and seniors, may spend more time indoors than the regular working
force. While the number may be lower in less developed nations, it could also be
even higher in cold areas like Canada and Russia.

A few decades ago, however, few people realized that there are air pollutants in
indoor environment, and that they have great negative impact on the health and
performance of the occupants. Since the early 1970s, there has been a constant
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increase in the awareness of indoor air pollution with the advances of research and
education in related field.

Increasing attention to indoor air quality was largely attributed to the awareness
of poor health associated with the poor indoor environment. According to the
studies sponsored by the US EPA, concentrations of indoor air pollutants may be
2–5 times, and sometimes, over 100 times higher than their outdoor counterparts,
and indoor air pollution is one of the top five environmental risks to public health,
comfort, and performance [1]. The situation is believed to be worsening with
reduced ventilation rate for energy conservation and increased use of chemically
formulated household products, and emissions from electronic office products.

Indoor air pollution has a profound impact on the quality of life and the econ-
omy. The National Institute for Occupational Safety and Health (NIOSH) ranked
occupational lung dysfunctions (including lung cancer, pneumonoconioses, and
occupational asthma) as the top occupational diseases and injuries. Lung dys-
function is undoubtedly related to the indoor air quality that people are exposed to.
In some extreme case, indoor air pollutant could cause death.

Illnesses related to indoor air pollution can be classified into two categories:

• Sick building syndrome (SBS)
• Building related illness (BRI)

SBS is defined as the discomfort or sickness associated with poor indoor air
quality without clear identification of the source substances. These symptoms could
be, but are not limited to, irritation to eyes, noses, or throat, fatigue, and nausea.
BRI is defined as a recognized disease caused by known agents that can be clini-
cally identified. Examples of SRI symptoms include asthma, legionella, hyper-
sensitivity, and humidifier fever. Obviously, the difference between the SBS and
BRI is whether the causes of the sickness can be diagnosed clinically. Most of the
time, the general public do not differentiate them, and they both are often referred to
as sick building syndrome. Approximately one million buildings in the United
States are sick buildings with 70 million occupants [2].

It is challenging to list all the sources of indoor air pollutants. Nonetheless, they
can be grouped into outdoor and indoor sources. Outdoor air contaminants can enter
indoor environments through HVAC systems, building envelopes, or even windows
and doors. Indoor sources include combustion sources, such as smoking and
cooking, operation of equipment, such as printers and computers, and biological
sources, such as plants, animals, and human beings.

An incomplete list of sources of indoor air pollutants (excluding those with
outdoor origins) is shown in Table 14.1. The list cannot be complete because of the
nearly infinite contaminants in the air and multiple sources of each pollutants.
Therefore, this table shall be used for guidance only.

Asbestos is a set of six naturally occurring silicate minerals used commercially
for their desirable physical properties. They all have in common their eponymous
asbestiform habit: long (roughly 1:20 aspect ratio), thin fibrous crystals.

The prolonged inhalation of asbestos fibers can cause serious illnesses including
malignant lung cancer, mesothelioma, and asbestosis. Asbestosis is most closely
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associated with the surface area rather than the diameters of inhaled asbestos;
Mesothelioma is most closely associated with numbers of asbestos that are longer
than 5 μm and thinner than 0.1 μm or so; lung cancer is most closely associated
with those longer than about 10 μm and thicker than about 0.15 μm [3]. This does
not mean other asbestos fibers can be considered nonhazardous because all asbestos
can induce pathological responses and may contribute to the development of
asbestos-related diseases [4].

The trade and use of asbestos have been restricted or banned in many juris-
dictions. However, asbestos is not a health concern until it becomes airborne and
enters the respiratory system. Care must be executed when renovating asbestos
based old buildings.

Table 14.1 Incomplete list of sources of indoor air pollutants

Contamination (Examples) Typical sources

Asbestos • Insulation materials
• Ceiling and floor tiles

Combustion related
contaminants

• Open fire cooking
• Heating
• Tobacco smoking
• Incent
• Candle

Formaldehyde • Engineered board:
Dry wall, interior-grade plywood, cabinetry and furniture,
foam insulation, fabrics
• Building materials:
Adhesives, glues, furniture finishing, sealants, paints, stains,
varnishes, wood preservatives, new carpet dyes and fibers,
plastics

Biological contaminants
(Allergen, mold, dust mite)

• Indoor plants
• Animals
• Human beings
• Bedding for animals
• Wet or damp materials

Radon • Soil
• Rock
• Basement
• Some building materials

Nanoaerosol • Cooking
• Printer
• Photocopy machine
• Nanospray

None-combustion particulates • Dust
• Hair
• Skin

Volatile organic compounds
(VOCs)

• Daily consumable products
• Building materials
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Formaldehyde has been produced by catalytic oxidation of methanol for over
two centuries [5]. It is widely used for the production of resins. Formaldehyde-
based resins are used as adhesives in the manufacturing of construction materials,
such as plywood, particle-board, and moulding materials. They are also used for
furniture and other wood products. It is also a raw material for surface coatings,
leather, rubber, and cement industries. Other indoor sources include stonewool and
glasswool mats in insulating materials [6].

It is not clear how many people are occupationally exposed to formaldehyde
worldwide. However, there are three types of occupations that are of high risk. The
first is those working in the production of aqueous solutions of formaldehyde and
their downstream chemical industries such as the synthesis of resins. The second
group is related to its release from formaldehyde-based resins during the manu-
facture of wood products, textiles, synthetic vitreous insulation products, and
plastics. Last but not the least, people are exposed to the pyrolysis or combustion of
organic matter, e.g., in engine exhaust gases.

Indoor volatile organic compounds (VOCs) are emitted by many indoor mate-
rials. They can be generally grouped into two, being building materials and daily
consumable products. Building materials include adhesives, glues, furniture fin-
ishing, sealants, paints, stains, varnishes, wood preservatives, new carpet dyes and
fibers, and plastics. The daily consumable products include air fresheners, per-
fumes, hairsprays, hair gel, cleaning solvents, shoes and fabrics, automotive
products, and contaminated water in sewage and sink.

Indoor air quality is a comprehensive topic that requires multiple disciplines,
including, almost all branches in modern science and engineering. In this chapter,
we focus on the engineering basics and technologies for indoor air quality control.

14.2 Threshold Limit Values

Threshold limit values (TLVs) refer to the upper limit of the concentrations of
indoor air pollutants under which it is believed to be safe for all working occupants
without impacting their health. The TLVs are established for different substances
mainly for protecting the occupants’ health with some tolerance of the discomfort
such as irritation, narcosis, nuisance, or some stress. Examples of the health
impairments that the TLVs are set against include compromise physiological
function, adversely affect reproduce developmental processes, and shorten life
expectancy.

There are two categories of TLVs. One is issued by governmental regulatory
agencies and enforced by law; the other is published as recommended guidelines by
scientific communities. For example, in the US, the former is defined by the
Environmental Protection Agency (EPA) and the Occupational Safety and Health
Agency (OSHA) of the United States; while the later can be set by America
Conference of Governmental and Industrial Hygienists (ACGIH), American
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Society of Heating, Ventilating, and Air-conditioning Engineering (ASHRAE) or
even individual researchers.

The recommended TLVs are not the fine lines between safe and dangerous
concentrations, nor are they a relative index of toxicity. Serious adverse health
effects do not necessarily take place as a result of exposure to the indoor air
pollutants above their TLVs. It is the best practice to maintain concentrations of all
indoor air pollutants as low as practical.

According to the exposure period, TLVs can also be classified into the following
three categories,

(1) Time-Weighted Average Threshold Limit Value (TLV-TWA),
(2) Short-Term Exposure Limit Threshold Limit Value (TLV-STEL), and
(3) Threshold Limit Value—Ceiling (TLV-C).

TLV–TWA is the time-weighted average concentration based on 8 h workday
and a 40 h workweek, when all workers may be repeatedly exposed, day after day.
The second one, STEL is defined as a 15 min TWA exposure that should not be
exceeded at any time during a workday even if the 8 h TWA is within the TLV-
TWA. TLV-STEL is the concentration to which it is believed that workers can be
exposed continuously for a short period of time without suffering from (1) irritation,
(2) chronic or irreversible tissue damage, or (3) narcosis of sufficient degree to
increase the likelihood of accidental injury, impair self-rescue, or materially reduce
work efficiency. STELs are recommended only where toxic effects have been
reported from high short-term exposures in either humans or animals. There should
be at least 60 min between successive exposures in this range. An averaging period
other than 15 min may be recommended when this is warranted by observed
biological effects.

Example TLVs of typical indoor air pollutants are listed in Table 14.2. More
data can be found in literature such as [7] guidelines for indoor air quality.
American Conference of Governmental Industrial Hygienists (ACGIH) also pub-
lishes annual threshold limit values for chemical substances and physical agents and
biological exposure indices. Note that many air pollutants do not have all the three
TLVs. It is important to observe whether any one of these types of TLVs is
exceeded, a potential hazard from that contaminant is presumed to exist.

14.2.1 Normalized Air Contaminant Concentration

In most indoor environments, more than one air pollutants exist simultaneously. For
example, carbon dioxide and airborne particles are always present in a typical
working environment. When multiple pollutants exist, the effects of some on human
health may be independent of others. In this case, TLVs for individual contaminants
can be used to determine the indoor air quality. In general, however, the combined
effects of multiple air pollutants on the health and comfort are considered greater
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than the summation of all individual effects. In order to quantify the combined
effect, normalized concentration, CN, should be used [2]. Mathematically, it is,

CN ¼
X Ci

TLVi
ð14:1Þ

where Ci and TLVi are the concentration and threshold limit value of the ith air
pollutant of concern, respectively. The equation shows that the normalized con-
taminant concentration is a dimensionless parameter as long as the units in the
nominator and denominator match for each air pollutant counted.

When CN is less than unity, the air quality is considered acceptable. Otherwise,
the air quality needs improvement by reducing the concentrations of one or multiple
air pollutants. In reality, however, it is very challenging to enforce the normalized
concentration, because there is always a chance that it is greater than unity, pro-
vided the list of the pollutants is long enough.

Example 14.1: Threshold limit value
In a welding shop, the measured concentrations of CO, CO2 and welding fumes are
10, 1,500 ppmv and 3.5 mg/m3, respectively, all below the recommended TLV-
TWA. Is this working environment safe to the workers daily based on normalized
concentration?

Solution
TLV-TWA can be found in Table 14.2. And they are listed as follows

Table 14.2 Threshold values of typical indoor air pollutants in work places

Particulate pollutant TWA (mg/m3, except for asbestos)

Asbestos 0.1 fiber/ml

Coal dust, anthracite 0.4

Coal dust, bituminous 0.9

Grain dust (Oat, wheat, barley) 4.0

Graphite (non fiber) 2.0

Iron oxide particles and fume, inhalable 5.0

Lead 0.05

Welding fumes 5.0

Gases Formula TWA (ppmv) STEL (ppmv)

Ammonia NH3 25 35

Carbon dioxide CO2 5,000 30,000

Carbon monoxide CO 25

Formaldehyde HCHO – 0.3

Hydrogen sulfide H2S 10 15

Methanol CH3OH 200 250

Ozone O3 0.05–0.2 –

Sources ACGIH [11], WHO [7]
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Pollutant TLV-TWA Measured concentration Ci/TLVi

CO 25 10 0.40

CO2 5,000 1500 0.30

Welding fumes 5 3.5 0.70

Then the normalized concentration can be calculated as follows

CN ¼
X Ci

TLVi
¼ 0:40þ 0:30þ 0:70 ¼ 1:4[ 1:0

Since the CN > 1, it is not safe for the workers to be there daily (8 h).

14.2.2 Clean Room

Clean room is a special indoor environment where the number of airborne particles is
controlled to avoid contamination of the products. The cleanness of the clean room is
specified by the International Standard Organization (ISO) Standard ISO 146441-1.
The upper limit of particle number concentration (number/m3) is defined as,

c�p ¼ 10N
0:1
d�p

 !2:08

ð14:2Þ

where c�p ¼ upper limit of particle number concentration, number/m3

N ¼ the clean room class number (1, 2,…, 9)
d�p ¼ threshold particle diameter in μm, and they are 0.1, 0.2, 0.3, 0.5, 1 and
5 μm.

According to ISO 146441-1, in a class N cleanroom, the number concentration
of particles greater than d�p cannot exceed c�p. To help appreciate the cleanness of a
cleanroom, one can compare it with a typical room in an office building, which is
close to a Class 9 clean room [2].

Example 14.2: Cleanroom class calculation
An ISO 146441-1 Class 2 cleanroom is 3 m high with a total floor area of 100 m2,
what is the maximum amount of particles that are larger than 100 nm in diameter?

Solution Substitute

d�p ¼ 100 nm ¼ 0:1 lm; N ¼ 2
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into Eq. (14.2), we get

c�p ¼ 10N
0:1
d�p

 !2:08

¼ 102
0:1
0:1

� �2:08

¼ 100=m3

Since the volume of the room is 300 m3, the total number of particles larger than
100 nm in diameter cannot exceed 30,000 in total. That is an extremely clean room!

For the ease of practice, the cleanroom classes and their corresponding maxi-
mum particle number concentrations are computed using Eq. (14.2) and they are
summarized in Table 14.3. In this table, the values are the maximum concentrations
for the particles size or greater. The greater the class number, the higher allowable
particle concentration can be.

For a given class, all limits for all particles sizes must be satisfied. For a Class 1
clean room, the concentration of particles greater than 0.2 μm should be 2 or less
particle/m3. Meanwhile, the particles ≥0.1 μm should not exceed 10 #/m3.

Cleanroom is important to the quality of many industries, such as medical,
manufacturing, and packaging. Cleanrooms were first developed for aerospace
applications to manufacture and assemble satellites, missiles, and aerospace elec-
tronics. Most applications involve clean airspaces of large volumes with cleanliness
levels of ISO Class 9 or cleaner. Recent advances in electronics industries continue
to drive the design of cleanrooms. Most recently designed semiconductor clean
rooms are ISO Class 5 or cleaner. In addition, preparation of pharmaceutical,
biological, and medical products all require clean airspaces to control airborne
bacteria and viruses to prevent contamination. Furthermore, some operating rooms
in hospital may be classified as cleanrooms, but their primary function is to limit
particular types of contamination rather than the quantity of particles.

Table 14.3 Cleanroom classes

ISO class
number (N)

Maximum particle number concentration (#/m3) for particle size

c�p ¼ 10N 0:1
d�p

� �2:08
0.1 μm 0.2 μm 0.3 μm 0.5 μm 1 μm 5 μm

ISO Class 1 10 2

ISO Class 2 100 24 10 4

ISO Class 3 1,000 237 102 35 8

ISO Class 4 10,000 2,370 1,020 352 83

ISO Class 5 100,000 23,700 10,200 3,520 832 29

ISO Class 6 1,000,000 237,000 102,000 35,200 8,320 293

ISO Class 7 352,000 83,200 2,930

ISO Class 8 3,520,000 832,000 29,300

ISO Class 9 35,200,000 8,320,000 293,000
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14.3 IAQ Control by Ventilation/Dilution

Indoor air quality (IAQ) can be effectively controlled by HVAC systems. The
acronym HVAC stands for heating, ventilation and air conditioning. A HVAC
system provides treated outdoor air to the indoor environment and deliver it to the
point of interest through ducts. As shown in Fig. 14.1, outdoor air enters the system
through the air intake followed immediately the air cleaning devices, most likely a
filter. As needed, air can be heated or cooled depending on the weather condition.
Moisture can be added or removed as well. The air after filtration and conditioning
is then distributed to multiple points in the building through supply air duct. After
mixing within the rooms, air pollutants will be taken out of the room and become
return air. Meanwhile, the temperature and humidity of the indoor air are adjusted
to a comfort level. A portion of the return air, after treatment, is merged with the
intake air in order to save energy. The rest will be discharged to the atmosphere
through the exhaust.

14.3.1 Minimum Ventilation Rate

Ventilation controls the indoor air quality by bringing fresh air into an indoor
environment to supply or reduce the heat and moisture and to dilute gaseous and

Fig. 14.1 HVAC system with internal air circulation and cleaning
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particulate pollutants. In general, three types of variables are of concern, and can be
controlled by ventilation system for an indoor environment:

• Temperature,
• Relative humidity, and
• Air pollutants.

Ideally a minimum ventilation rate must be maintained in order to control all
these parameters at desired levels for an indoor environment with minimum energy
consumption. However, practically the minimum ventilation rates of many build-
ings are based on the temperature control to reduce energy consumption. In some
special buildings such as an animal holding room in a cold climate, ventilation may
be based on relative humidity control. Air pollution levels are controlled by ven-
tilation in very few indoor environments such as a welding workshop, which may
be near the working station.

As a starting point of the analysis, consider a control volume, where temperature,
relative humidity, and air pollutant levels are uniform. This assumption is accept-
able if the control volume is small enough or the error is acceptable. This control
volume could be an entire room or a zone within. When the control volume is a
room, the air within is assumed completely mixed. Admittedly, this is a bold
assumption, but it has been widely used in guiding the HVAC industry.

As shown in Fig. 14.2, intake supply air enters the room at a volumetric flow rate
of air Qs. The volume of the pace is V . The total enthalpy, moisture content, and
pollutant concentration are denoted as hs, ws, and cs, respectively. In a real HVAC
system there is also recirculating air that contains the air within the space of
concern. It is herein considered part of the supply air, the property of which can be
calculated. Air exits the room at a volumetric flow rate of air, Qe, and the total
enthalpy, moisture content, and pollutant concentration are he, we, and ce, respec-
tively. Within the room, the total sensible heat transfer rate is _q, the moisture

Fig. 14.2 Simplified heat and
mass transfer model for a
ventilated space
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production rate is _w, and the pollutant production rate is _s. The densities of the air at
the intake, indoor space, and the exit are denoted as qs; q; and qe, respectively.
Since it is assumed that indoor air is completely mixed, the properties of the exhaust
air are the same as those of the room air. For example,

m ¼ me

h ¼ he ð14:3Þ

c ¼ ce

Then, mass balance for dry air leads to,

d
dt

V
m

� �
¼ Qs

ms
� Qe

me
ð14:4Þ

where m is specific volume of moist air, which is defined herein as the volume of the
moist air (dry air plus the water vapor) containing one unit of mass of “dry air” (m3

air/kg dry air). As such the unit of both sides of the equation is kg dry air/s and that
of Q’s is m3 air/s.

Equation (14.4) shows that the difference between the mass flow rates of the
supply dry air and the mass flow rate of exhaust dry air equals the change of mass of
dry air within the airspace. In this equation, we use specific volume of the air instead
of the density because specific volume the of the air defines the volume of the
mixture (dry air plus the water vapor) containing one unit of mass of “dry air”. The
SI unit of specific volume of air is (m3 air per kilogram of dry air). Note that it is
different from the inverse of air density.

1
m
6¼ q ð14:5Þ

The unit of air density is kg of air/m3 air. Similarly, we can describe the energy
balance based on the sensible heat as follows

d
dt

Vh
m

� �
¼ _qþ Qs

ms
hs � Qe

me
he ð14:6Þ

where h ¼ sensible heat for supply air and exhaust air (kJ/kg of dry air). It implies
that the difference between the sensible heat of the supply air and that of the exhaust
air equals is the total sensible heat production plus the change of sensible heat in the
room air.

Similarly, the moisture mass balance and a specific pollutant mass balance can
be described using the following two equations, respectively,
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d
dt

Vw
m

� �
¼ _wþ Qs

ms
ws � Qe

me
we: ð14:7Þ

d
dt

Vcð Þ ¼ _sþ Qscs � Qece: ð14:8Þ

where w is humidity ratio (kg of water vapor per kg of dry air), _w is the water vapor
production rate in kg/s, c is the pollutant concentration in air (kg of pollutant per m3

of air), _s is the mass production rate of the particulate pollutant in kg/s, Subscripts
‘s’ and ‘e’ stand for supply and exhaust air, respectively.

If the unit of air pollutant concentration c is in ppmv, the unit conversion is
necessary for accurate calculation of ventilation rate with a unit of m3air=sð Þ.

The total sensible heat transfer rate, _q in Eq. (14.6), of the ventilated airspace is
the sum of all heat loss or gain within the airspace, including the sensible heat
production rate by occupants and indoor equipment (e.g. stove, lights), and the heat
transfer through building envelope. _q can be positive or negative, which indicates
heating load or cooling load. Moisture production rate _w in Eq. (14.7) depends on
the status of the indoor sources, for example, exhale of human beings or the capacity
of a working humidifier. For the occupants (human or animals) related data can be
found in handbooks and/or standards such as those published by ASHRAE [8].

It is relatively challenging to determine the pollutant production rate, _s in
Eq. (14.8), which varies dramatically for different pollutants and sources. Among
all the typical air pollutants in indoor environments, carbon dioxide can often be
determined indirectly from the load of the occupants because the increase of CO2

level in an indoor environment is mainly a metabolic product. From large scale
statistical analyses, it has been determined that the carbon dioxide production rate
of average human and animals is 1 m3 of CO2 per 24,600 kJ of total heat production
(THP) under normal indoor condition [8]. Converting to the mass production rate of
carbon dioxide in kg/s leads to

_sCO2
¼ qCO2

THP
24;600

: ð14:9Þ

where _sCO2
¼ the mass production rate of CO2 (kg/s), qCO2

¼ the density of carbon
dioxide (1.83 kg/m3 at 20 °C and 1 atm), THP ¼ the total heat production of
occupants (kJ/s). Note that the total heat includes the sensible heat and latent heat,
whereas the heat production _q in Eq. (14.6) only includes the sensible heat.

For steady state operation, the rate of mass of dry air entering (Qs=ms) equals to

that exiting (Qe=me) the room. Energywise, the total sensible heat contained in the
supply air plus the net sensible heat transfer rate, must be equal to the total sensible
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heat removed by the exhaust air. With this minimum requirement, the d=dt terms
are zeros and aforementioned equations become, respectively,

d
dt

¼ 0 ð14:10Þ

Qs

ms
¼ Qe

me
: ð14:11Þ

_qþ Qs

ms
hs ¼ Qe

me
he: ð14:12Þ

_wþ Qs

ms
ws ¼ Qe

me
we: ð14:13Þ

_sþ Qscs ¼ Qece: ð14:14Þ

Solving these equations leads to the relationship between volumetric ventilation
rates and sensible heat balance (or temperature balance) control at steady state

_q
he � hs

¼ Qs

ms
¼ Qe

me
: ð14:15Þ

By similar approaches, we can get the moisture balance ventilation requirement
at steady state. Combination of the conservation of mass equation and the con-
servation of moisture equation gives volumetric ventilation rates for moisture (or
relative humidity) balance control at steady state

_w
we � ws

¼ Qs

ms
¼ Qe

me
: ð14:16Þ

Applying the mass balance to pollutant balance one can get the pollutant balance
ventilation requirement. At steady state,

_s ¼ Qece 1� mscs
mece

� �
¼ Qscs

mece
mscs

� 1
� �

: ð14:17Þ

The analysis above defines different ventilation rates for the control of temper-
ature, moisture, and a specific air pollutant.

There is a minimum ventilation rate that is required to maintain an acceptable
indoor environmental condition (temperature, humidity, and a specific pollutant
concentration). This minimum value must be the greatest value of the six venti-
lation rates for balances of sensible heat, moisture, and the given pollutant defined
by Eqs. (14.15) to (14.17). Otherwise, at least one of the requirements cannot be
met. In reality, the HVAC equipment of a building has an upper limit in capacity
and there is a maximum ventilation rate. Therefore, we have to be careful in
selecting the right HVAC equipment.
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14.3.2 Psychrometric Chart

In order to calculate the ventilation rates above, we can no longer assume that air is
always dry because moisture is a major concern in ventilation. The physical and
thermodynamic properties of the moist air at sea level can be found in psychro-
metric chart. The ASHRAE-style psychrometric chart, shown Figure A.2, was
pioneered by Willis Carrier in 1904 [9]. It depicts the parameters that are needed for
our calculation above such as dry bulb temperature (T), humidity ratio (w), relative
humidity (ϕ), specific sensible enthalpy (h), specific volumeðmÞ.
Example 14.3: Ventilation rate calculation
There are 20 people in a dinning room, each produces 200 W total heat. The carbon
dioxide concentration in the supply air is 500 ppmv. Assume the supply air tem-
perature is 15 °C and relative humidity 50 %. The room air is to be maintained at
22 °C and 60 % relative humidity. If the required maximum CO2 concentration in
the room is 1000 ppmv, estimate the minimum ventilation rate based on the CO2

concentration.

Solution
Based on the supply air temperature of 15 °C and 50 % relative humidity we can get
the specific volume of supply air using a psychrometric chart,

ms ¼ 0:822m3=kg dry air

The specific volume of exhaust air at 22 °C and 60 % relative humidity is

me ¼ 0:855m3=kg dry air

The total heat production rate by 20 people in the dining room is,

THP ¼ 20� 200W ¼ 4000W or 4 kJ=s.

Then the mass production rate of CO2 is estimated using Eq. (14.9)

_sCO2
¼ qCO2

THP
24;600

¼ 1:83� 4
24;600

¼ 2:98� 10�4ðkg=sÞ

Then the minimum ventilation rate fan is determined using Eq. (14.17)

_sCO2
¼ Qece 1� mscs

mece

� �
¼ Qscs

mece
mscs

� 1
� �

Since ms\me, the minimum ventilation rate should be calculated based on the
exhaust air. However, we need to convert the unit of concentration c from ppmv to
kg CO2/m

3 air.
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ce ¼ 1;000m3 CO2 � 1:83 kg CO2=m3 CO2

106m3 air
¼ 1:83� 10�3kgCO2=m3air

The exhaust ventilation rate is

Qe ¼ _sCO2

ce 1� mscs
mece

� �

¼ 2:98� 10�4 kgCO2=s
1000m3 CO2�1:83kg CO2=m3CO2

106m3 air

� �
1� 0:822

0:855 � 500
1000

� �
¼ 0:31 m3 air=s

14.4 Indoor Air Cleaning Model

Similar to the air dispersion models for ambient air pollutants, we can develop
models for indoor air dispersion. The simplest is box model as introduced in
Sect. 11.1. We consider an indoor space of concern as a box, which seems to be
more reasonable than being treated for an ambient environment. Most models
assume the indoor air is uniform for the ease of analysis [10]. This is called compete
mixing model. Zonal models are available too, but we will not discuss them in this
book. Instead, we will introduce an indoor air cleaning model as follows [10].

Fig. 14.3 Schematic diagram for the ventilation model with indoor air cleaning
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Consider the schematic diagram in Fig. 14.3, where air flow through the building
envelop is ignored. There is also an internal air cleaner to help clean the air. The
mass balance of an air pollutant leads to

V
dci
dt

¼ Qoco 1� goð Þ þ Qrci 1� grð Þ þ _s½ � � Qeci þ Qicigið Þ ð14:18Þ

where Qo, Qr, Qi; andQe are the volumetric flow rates of fresh air, recirculating air,
internal air cleaning, and exhaust air, respectively. V is the volume of the space of
concern, and the total area within the space is A. The internal source rate with
respect to the air pollutant is _s. At any moment the indoor air concentration is ci and
that in the fresh air is co. The last term ðQeci þ QicigiÞ stands for the removal rate of
the pollutant from the room air.

Since air pollutant is the main concern in this analysis, the change of moisture
level in the air can be ignored; then the mass balance of air leads to

Qo ¼ Qe ð14:19Þ

Then Eq. (14.18) becomes,

�V
dci
dt

¼ Qo � Qr 1� grð Þ þ Qigi½ �ci � Qoco 1� goð Þ þ _s½ �: ð14:20Þ

If we assume only ci and t are variables, then integration leads to

ci ¼ ci0 � Qoco 1� goð Þ þ _s
Qo � Qr 1� grð Þ þ Qigi

� 	
exp �Qo � Qr 1� grð Þ þ Qigi

V
t

� 	

þ Qoco 1� goð Þ þ _s
Qo � Qr 1� grð Þ þ Qigi

:

ð14:21Þ

It can be presented in a simple form as

ciðtÞ ¼ ci0 � ci1ð Þ exp � t
s

� �
þ ci1 ð14:22Þ

where Ci = Ci0 at t = 0

ci1 ¼ Qoco 1� goð Þ þ _s
Qo � Qr 1� grð Þ þ Qigi

ð14:23Þ

s ¼ V
Qo � Qr 1� grð Þ þ Qigi

ð14:24Þ

In the above equation, ci1 is the steady state concentration in the indoor space
when t ! 1, and s can be considered as a time constant that is used to characterize
the transient concentration in the space.
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Example 14.4: Transient indoor air pollutant concentration
Consider a commercial kitchen with a volume of 80 m3 where natural gas is used as
a cooking fuel. Assume that after cooking the indoor fume concentration is
1,000 µg/m3. The HVAC system works with a fresh air flow rate of 10 m3/s and an
internal recirculating air flow rate of 1/3 of the fresh air flow rate. Ignore the
outdoor and indoor source other than cooking. The intake and recirculating filter
efficiencies are both 90 % and the internal air cleaner has a flow rate of 1 m3/s and
an efficiency of 95 %. Plot the indoor fume concentration over time.

Solution
The problem is simplified by ignoring the outdoor and indoor sources other than
cooking. After cooking, _s = 0, and c0 ¼ 0 in Eq. (14.23). This simplification leads to

ci1 ¼ Qoco 1� goð Þ þ _s
Qo � Qr 1� grð Þ þ Qigi

¼ 0

Then, Eq. (14.22) becomes

ciðtÞ ¼ ci0 exp � t
s

� �

where the time constant is calculated using Eq. (14.24):

s ¼ V
Qo � Qr 1� grð Þ þ Qigi

¼ 800
10� 10

3 1� 0:9ð Þ þ 1� 0:95
¼ 75:35ðsÞ

Then we have

ciðtÞ ¼ 1000 exp � t
75:35

� �
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Fig. 14.4 Calculated indoor
air pollutant concentration
over time
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The plot over time is shown in Fig. 14.4.

In addition to the analytical models above, there are a variety of computation
fluid dynamics (CFD) models that can be employed for the predication of indoor air
quality and indoor air pollutant concentrations. Readers are recommended to learn
these specialized models from other publications including those listed in the
Reference section [10–20].

14.5 Practice Problems

1. Minimum ventilation requirement is the __________ value of the ventilation
requirements based on sensible heat balance, moisture balance, and pollutant
balance.

a. maximum
b. minimum
c. average
d. arbitrary

2. While you were cooking using gas burners in your kitchen, the measured
concentrations of CO and CO2 were 10 and 3500 ppmv, respectively. Is the air
quality in your cooking environment acceptable based on these two pollutants
only? (Given: the TLV’s for CO and CO2 are 25 and 5000 ppmv, respectively).

a. Yes, because the CO concentration is below the corresponding TLV.
b. No, because the CO2 concentration is below the corresponding TLV.
c. Yes, because the normalized TLV is below unit.
d. No, because the normalized TLV is above unit.

3. In a Class 1 clean room, the measured total particle concentration is 9 particles/
m3 for particles larger than 0.1 μm and 3 particle/m3 for particles larger than
0.2 μm. Does this cleanroom meet the Class 1 criteria?

4. In a large auditorium with a ventilation rate of 6 m3/s, the carbon dioxide
concentrations in the exhaust air and supply air are 800 and 400 ppmv,
respectively. The specific volume of exhaust and supply air are 0.82 and
0.78 m3/kg dry air, respectively. The building has an air volume of 8,000 m3,
and the air inside is assumed to be completely mixed. In a power failure, all
exhaust fans are stopped, and there are 1000 people inside, each generates a heat
of 200 W. Assume there is no air exchange between the inside and outside of the
auditorium. How long it will take the CO2 to reach the ceiling threshold value of
5,000 ppmv after the power failure.

5. There are 30 students in a classroom, each student produce 120 W of sensible
heat and 100 g of water vapour per hour (or 70 W latent heat). The room air
temperature is 20 °C and the specific volume and a relative humidity of 50 %.
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The carbon dioxide concentration of the supply air is 400 ppmv. Supply air has
a temperature of 10 °C a relative humidity of 70 %. Heat loss through the
building shelter is 2 kW and heat gain from equipment and lights are 1.5 kW.
It is desired to maintain an indoor carbon dioxide concentration of less than
800 ppmv, relative humidity of less than 50, and room temperature of 20 °C,
what should the minimum ventilation be for the air?

6. Consider a tire center with a volume of 1,000 m3 where tire continuously emit
VOC at a rate of 100 µg/s. Assume at time zero, indoor VOC concentration is
1,000 µg/m3. The HVAC system works at a fresh air flow rate of 100 m3/min
and an internal recirculating flow rate of 1/3 of that of the intake fresh air. An
internal air cleaner has a flow rate of 0.1 m3/s; ignore the outdoor source of
VOC. The fresh air is free of VOC and recirculating activated carbon filter
efficiency is the same as that of the internal air cleaner, which is 90 %. Plot the
indoor VOC concentration over time.
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Chapter 15
Air Monitoring

As mentioned in Chap. 1, there are two approaches to implement the air emission
standards. One is best technology approach and another is air emission monitoring.
Air emission monitoring from a source is also referred to as source test, which
provides technical information for judging the relative importance of a given source
contribution of pollutants. It is also a measure to determine whether a pollution
control device installed is working effectively as expected. Sometimes, the analysis
of sources of air emissions, such as boilers, incinerators, and diesel engines, also
provides complementary information to their energy efficiencies. After all, energy
production and the environmental pollution are closely related. The source test
results are used in the design and tuning of control methods as well as a legal tool in
the case of a violation of an air pollution control regulation.

It is unusual to take only one sample and make a claim because it is solely by
luck one can achieve this goal. Actual engineering applications are much more
complicated. In order to obtain this accurate information, multiple samples and
measurements must be taken followed by engineering statistical analysis to quantify
both emission rates and their uncertainties.

Reference Methods have been developed by government agencies or profes-
sional societies to guide these practices. In the United States, for example, all
reference methods for stationary source tests are available to the public for free on
the web site of Emission Measurement Center (http://www.epa.gov/ttn/emc/).
These Reference Methods specify the procedures and certified equipment for
measuring the constituents of emissions. They also describe the principles, appli-
cability, and presentation of the test results.

15.1 Flow Rate and Velocity Measurement

There are a number of flow rate measurement technologies and related instruments;
one of them is Pitot tube, named after Henri Pitot in 1732. It is widely used in
engineering practices because of its simplicity, accuracy, reliability, and cost-
effectiveness.
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A standard Pitot tube is an L-shaped tube depicted in Fig. 15.1. When it is
located in a pipe, streamlines connect the stagnation point and the multiple static
taps, which are small holes evenly distributed along the circumference of the outer
tube.

Applying Bernoulli’s Equation (Eq. 2.74) to the stagnation point, where u1 ¼ 0,
and the static taps, we can get

DP ¼ P1 � P2 ¼ 1
2
qu22 ð15:1Þ

and the fluid speed near the static taps is

u ¼ u2 ¼
2DP
q

� �1=2

ð15:2Þ

where DP is the reading from the differential manometer at the other end of the Pitot
tube. The corresponding air volume flow rate is calculated as

Q ¼ Au: ð15:3Þ

15.2 Source Sampling

As introduced above, a representative sample is the key to the accurate measure-
ment of air emissions from a source. Different source test methods have been
developed for a variety of realistic environments. In the USA, for example, most
states rely upon US EPA Reference Methods, Methods 1–8, for characterization of
the gas flow and specific air pollutants from a stationary source. They are listed as
follows:

Static pressure port 
(multiple), 2

Stagnation 
point, 1

1

Pitot tube To pressure 
sensor, P2

To pressure sensor, P1

Fig. 15.1 L-shaped Pitot tube
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Method 1: Sample and velocity transverse for stationary sources
Method 2: Determination of stack gas velocity and volumetric flow rates using

Type S Pitot tube,
Method 3: Gas analysis for the determination of dry molecular weight
Method 4: Characterizing moisture content in stack gases
Method 5: Determination of particulate matter emission from stationary sources
Method 6: Determination of sulfur dioxide emissions from stationary sources
Method 7: Determination of nitrogen oxide emissions from stationary sources
Method 8: Determination of sulfuric acids and sulfur dioxide emissions from

stationary sources

These methods set the foundation for other subsequent methods. The first four
methods are supportive but necessary in that they provide information for other
methods or the calculation of the results. The other four are for the determination of
different air emissions as explicitly indicated by their titles. Method 1 is the first
step for any source testing; it is concerned with assessing the suitability of the
sampling site and determining the sampling points. The principles behind these
Methods will be introduced shortly.

These sampling methods are similar to each other with exchangeable equipment;
this similarity allows a single sampling train to be used by multiple methods by
adding or removing impingers, filters, or other appropriate devices. For example,
Method 5 is typically combined with Methods 2, 3, and 4 in order to determine gas
velocity, molecular weight and moisture content, which are required to calculate a
particulate emission rate. Method 5 and 8 can also be combined by adding addi-
tional impingers and an in-stack filter to the probe on the Method 5 sampling train.

Figure 15.2 shows a schematic diagram of a typical sampling train for Method 5,
which is available online (e.g., http://www.epa.gov for free use). A typical sampling
train starts with a heated probe, or a hollow glass tube that is inserted into the stack
or duct and the last component is a pump drawing gases through the system. Other
pieces of equipment include filters and impingers to capture different air pollutants
of concern. A gas meter measures the flow rate of sampled gas and the stack gas
velocity at the sampling point is measured using a Pitot tube with a manometer
(Sect. 15.1). Finally, the sample exhaust is discharged into the atmosphere through
the orifice, which is used for sample train flow adjustments at the by-pass valve.

15.2.1 Isokinetic Sampling

Isokinetic sampling has to be executed for particulate matter related source tests.
Under isokinetic condition, the gas velocity entering the probe is the same as the
bulk air velocity.

15.2 Source Sampling 449

http://www.epa.gov


Us ¼ U0 ð15:4Þ

Under isokinetic condition, as illustrated in Fig. 15.3, particles of different sizes
follow the air stream and enter the probe as if there were no probe in the area.

Sampling with velocity Us lower or higher than the gas stream velocity U0 is
called anisokinetic sampling. They are depicted in Fig. 15.4. Anisokinetic sampling
results in errors in the particulate concentration measurements. When the sampling
velocity is greater than the gas stream velocity (Us [U0), it is called over isokinetic;
gas from regions not directly in front of it is drawn into the probe and the converging
streamlines results in loss by separation of large particles. These particles are

Fig. 15.2 Sampling train for particulate matter (US EPA Method 5)

Fig. 15.3 Isokinetic
sampling
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excluded from the sample, and consequently this practice underestimates the con-
centrations of large particles in the gas stream. On the other hand, small particles
tend to follow the gas streamlines, and their concentrations are over estimated.
Overall, over isokinetic sampling results in the underestimation of the particulate
mass concentration because large particles contribute much more to the mass than
smaller ones. An alternative way to understand this process is that the particulate
matter is entering the sampling probe diluted by over sampling of the gas into the
probe.

When the sampling velocity is less than that of the gas stream, it results in under
isokinetic sampling. Because of the lower sampling velocity, some gas bypasses the
probe as if it were an obstruction. As a result, a smaller volume of gas is taken into
the probe. However, the large particles in the gas stream still enter the probe due to
their great inertia and the diverging gas streamline. The sample is also biased with
overestimated large particle concentrations.

The sampling efficiency is a ratio of the sampled concentration to that in the bulk
air stream. That is,

gs ¼ Cs=C0 ð15:5Þ

In reality, it is very challenging to achieve 100 % isokinetic sampling and most
reference methods consider an isokinetic sampling efficiency in the range of �10 %

Sampling 
probe

Aerosol 
particles

U
0

U
s
>U

0

Sampling 
probe

Aerosol 
particles

U
0

U
s
<U

0

Over 
isokinetic 
sampling

Under 
isokinetic 
sampling

Fig. 15.4 Anisokinetic sampling by velocity mismatch
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acceptable. Note that isokinetic sampling is not necessary if only gaseous pollutants
are of concern.

The sampling efficiency can be calculated in terms of particle Stokes number, the
sampling velocity and the bulk air velocity.

gs ¼ 1þ R� 1ð Þb Stk;Rð Þ ð15:6Þ

where R ¼ U0=Us ð15:7Þ

and b Stk;Rð Þ is a function of particle Stokes number and the velocity ratio. Belyaev
and Levin [1] gave a practical formula that matched the experimental data corre-
sponding to 0.18 < Stk < 6.0 and 0.16 < R< 5.5.

b Stk;Rð Þ ¼ 1� 1
1þ 2þ 0:617=Rð ÞStk ð15:8Þ

Figure 15.5 is produced using Eq. (15.8), the calculation results show that
gs ! 1 when Stk ! 0.01 and gs ! R when Stk ! 1: gs � 1� 0.05 for Stk\ 0.1
and gs becomes little dependent on Stk. When Stk[ 10 the equation can be
practically simplified as gs ¼ R

gs � 1 for Stk\0:1

gs � R for Stk[ 10
ð15:9Þ

15.2.2 Effect of Misalignment

The preceding analysis is based on the assumption that the sampling velocity and
the bulk air velocity have the same direction. In practice, it implies the perfect

Fig. 15.5 Sampling
efficiency gs versus R and Stk
(velocity mismatch only)
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alignment between the sampling probe and the bulk air flow direction. As seen in
Fig. 15.6, misalignment between the probe and the bulk air velocity may also lead
to sampling error.

Empirical equations were given by Durham and Lundgren [5] to quantify the
misalignment effect for anisokinetic sampling as follows:

gs ¼ 1þ cosh� 1ð Þb0 Stk0; hð Þ for R ¼ 1 ð15:10Þ

where b0 Stk0; hð Þ is a function of Stokes number and the angle of misalignment,

b0 Stk0; hð Þ ¼ 1� 1
1þ 0:55 Stk0exp 0:25 Stk0ð Þ ð15:11Þ

and

Stk0 ¼ Stk� exp 0:022hð Þ for 0� h\p=2 ð15:12Þ

Since cosh\1, this equation indicates that misalignment of the probe always
results in the underestimation of the particle concentration.

Figure 15.7 is produced using Eq. (15.10) above for R ¼ 1. It shows that the
sampling efficiency is always less than unity when h 6¼ 0; again, the most dramatic
change in sampling efficiency corresponds to the range of 0:1\Stk\10.

When there are both misalignment and mismatch in air velocities, Eq. (15.13)
can be used for estimating the sampling efficiency.

Sampling probe 

Gas Stream Aerosol particles 
U

0

U
s

Misalignment

Fig. 15.6 Misalignment in air sampling
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gs ¼ 1þ Rcosh� 1ð Þb0 Stk0; hð Þ b Stk0;Rð Þ
b Stk0;R ¼ 1ð Þ ð15:13Þ

However, it is useful to realize that the sampling efficiency is always 1 when
Rcosh ¼ 1, regardless of the value of b0 Stk0; hð Þb Stk0;Rð Þ=b Stk0;R ¼ 1ð Þ. This
simple relationship is of practical use; the error introduced by misalignment can be
compensated by increasing R value to such a level as R = 1/cosh. This concept is
also illustrated by a sample calculation of the sampling efficiency shown in
Fig. 15.8, which shows that gs ¼ 1 when R = 2 and cosh ¼ 1=2.

15.2.3 Multiple Sampling Locations

Air in the stack is not as uniform as described in the theoretical analysis above; it is
turbulent and is not characterized as parabolic velocity profile. Therefore, it is very
difficult for a practitioner to determine one sampling point that can represent the
average velocity of the entire stack. As a rule of thumb, air sampling in duct should
be conducted at multiple points at the transverse plan perpendicular to the duct axis.
A common practice in determining the sampling points is the equal area method.

Fig. 15.7 Misalignment
sampling efficiency when
R = 1

Fig. 15.8 Misalignment
sampling efficiency when
R 6¼ 1 (h ¼ p

3)
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Sampling points are distributed over equal areas of the cross section of the stack or
duct.

A typical stack is circular. Consider a circular stack with an inner diameter of D,
its cross section area can be easily determined as A ¼ pD2=4. If samples are to be
taken, for whatever reasons, from two equal areas as shown in Fig. 15.9, the area of
the inner circle (dashed line) is A=2. In this case, pD2

1=4 ¼ A=2 ¼ pD2=8 and
D1 ¼ D=

ffiffiffi
2

p
. However, the sampling points are NOT to be located on the thick

dashed circle defined by D1. Rather there will be eight sampling points evenly
distributed on two other circles indicated by the dotted lines defined by Ds1 and Ds2

in Fig. 15.9. These dotted lines divide the inner circle and the O-ring into equal
areas again. Then four evenly distributed sampling points on each dotted line are
determined finally.

A reader may have noticed that the total stack area was actually divided into four
equal ones by the dashed circle and two dotted circles. The ultimate goal of this
practice is to determine the sampling points, which is defined by the imaginary
sampling circles (dotted ones). A fast approach to this can bypass the step for
determining the diameters of the circles (dashed lines). For the above practice, the
stack is first divided into four instead of two equal areas, then the sampling points
are located every other circles starting from the innermost.

Despite the tedious work, one can determine the corresponding sampling points
for any stack sampling following the same principles introduce above. Consider a
general case where the stack with an inner diameter of D and an area of A is to be
divided into n equal annular areas (with diameters of Di) and the corresponding
4n sampling points are determined as follows. In order to determine the sampling
points without calculating the n equal areas, treat it as if the total area were to be
divided into 2 � n equal annular areas, then the diameter ith circle (Dsi) counting
from the inner-most outward is defined by

D2
si ¼

i
2n

D2 i ¼ 1; 3; . . . 2n� 1ð Þ ð15:14Þ

On each sampling circle, there are four sampling points evenly distributed.

Fig. 15.9 Equal area method for a circular duct (Left equal area determination. Right sampling
point determination)
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Similarly, the circles that divide the total area into n equal areas can be deter-
mined with i being even numbers, although they are of no practical use.

Di ¼ D
ffiffiffiffiffiffiffi
i=2n

q
where i ¼ 2; 4. . .2n ð15:15Þ

Example 15.1: Sampling location in stack
A stack with an inner diameter of 1.2 m is subject to source emission tests.
Determine the sampling points by dividing the stack area into three equal sub-areas.

Solution
In this problem, n = 3 and D = 1.2 m are given. The sampling points are on the

circles with diameters of Dsi ¼ D
ffiffiffiffiffiffiffi
i=2n

q
where i ¼ 1; 3 and 5

Ds1 ¼ 1:2�
ffiffiffiffiffiffi
1=6

q
¼ 0:4899ðmÞ

Ds2 ¼ 1:2�
ffiffiffiffiffiffi
3=6

q
¼ 0:8485ðmÞ

Ds3 ¼ 1:2�
ffiffiffiffiffiffi
5=6

q
¼ 1:0954ðmÞ

These sampling points are depicted in Fig. 15.10, where readers can determine
the equal area circle Di by using Eq. (15.15).

In addition, samples should be taken at each of the 4n sampling points for equal
duration, typically being an hour or so. For statistical analysis of the data, at least
three replicates are recommended for each sample. This means at least 3� 4� n
samples are taken for one complete test. Usually averaged results are reported with
standard deviation to quantify the variations at the corresponding sampling points.
As a result, source tests are time-consuming and a complete stack test may last for
many hours to days.

In a real source test, the stack cross section area is often divided into more than
two equal areas. The number of points is determined following local standards. In
general, more sampling points are needed if particulate matter is of interest. Less
sampling points are required for gaseous pollutants because the gases in typical
stacks are well mixed by turbulence.

Fig. 15.10 Sampling points determined by equal area method for a circular duct
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Equal area method is also applicable to rectangular duct, where the determina-
tion of the sampling points is much simple. The duct perimeter is first divided into a
number of girds and the sampling points are chosen at the center of each grid
(Fig. 15.11). The more sampling points the more representative samples can be
obtained. However, one has to compromise for time and costs.

15.3 Collection of Air Pollutant Samples

After sampled stack gas is extracted from the bulk air stream into the probe nozzle,
this air sample is further drawn through a sampling train or a series of leak-proof
equipment components configured to capture different air pollutants of concern. As
seen in Fig. 15.2 (Method 5), water vapor and condensable are best captured by
condensation or bubbling the sample gas through chilled impingers, which are
sealed glass vessels. Liquid reagents may be added into the impingers to absorb
some gases. Solids are likely captured on heated filters, which are connected to the
probe with interconnecting glassware. Solids can also be captured by liquids in
impingers.

The mass of the target air pollutant separated from the sample gas can be deter-
mined by the weights before and after sampling. Filters are weighed and reagent
volumes in the impingers are measured prior to use. After each run, the content of
each sampling train component is carefully recovered to a sealed vessel followed by
weighing the solid loaded filters or liquids from the impingers. For some tests, the
samples collected may be evaluated in a laboratory using scientific equipment.

15.4 Data Analysis and Reporting

Regardless of the end use of the data, the immediate objective of source tests is to
obtain reliable and representative information of the air emissions and the rates of
emissions into the atmosphere.

Fig. 15.11 Equal area
method for a rectangular duct
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In general, air emission monitoring is completed by gas sampling followed by
gas characterization. In addition, the properties of total gas flow from the source
must also be determined accurately before calculating the corresponding air
emission rates. If a gas sample with a sampling flow rate of Qs is taken from a
continuous emission source with a total flow rate of Q, typical value of Qs is much
less than Q, Qs ≪ Q. Characterization of the sample leads to the concentration of
certain air pollutant in the sample as Cs. If this sample can be used to represent the
total gas, one can claim that the concentration of the corresponding air pollutant in
the main stream C0 is the same as cs.

Now consider a simplified case as follows. The total gas flow rate discharged
from a stack to the atmosphere is Q (m3/s), and a sample is taken with a volume
flow rate of Qs (m

3/s) for a period of time, t(s). Analysis of this sample, either in situ
or in a laboratory setting, shows that the mass of air pollutant of interest is m (kg).
With this information, one can calculate the mass concentration of the air pollutant
in the sample c ¼ m=Qst (kg/m

3). If the sample is representative, it can be used to
represent the concentration of the air pollutant in the stack: C = c. Then the mass
flow rate, _m, of this air pollutant in the stack is determined as

_m ¼ Qm
Qst

ðkg=sÞ ð15:16Þ

The emission rate of the air pollutants can be calculated with the data obtained
from the samples. However, the samples taken from different stacks are different in
temperature, pressure, and moisture contents. The calculated results shall be cor-
rected to a standard temperature and pressure and expressed on a dry basis. This
standardized measure allows the source test results under different conditions to be
comparable to regulatory standards or the results of other similar tests.

A common standard for emission test report is to correct the concentrations
against 50 % excess air, 7 or 12 % of CO2, or 7 % of O2. Take 12 % of CO2 as an
example, the calculated emission rate is converted using the equation that follows.
Actual procedure is much more complex, and readers are encouraged to seek local
guidelines for more information.

Cstd 12 % CO2ð Þ ¼ Cs � 12 %

100 %� yCO2

ð15:17Þ

where yCO2 is the mole fraction of CO2 in the stack gas measured (e.g., following
US EPA Method 3).
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15.5 Continuous Emission Monitoring and Opacity
Measurement

Manual source test is a time-consuming and labor-intensive process, and there has
been a growing interest in a more efficient, automatic approach. Advances in
instrumental analyzers have enabled continuous emission monitoring (CEM) with
modern instruments that can quickly identify many gas compounds at very low
concentrations. CEM also allows monitoring of peak emissions.

There are many types of CEM instruments and systems for continuous moni-
toring of air emissions from stationary sources. They can be classified into
extractive and In situ systems. Extractive systems can be further categorized as
either dilution or direct. In situ analyzers directly measure source-level concen-
trations by changing the original gas properties by removal of particulate or
interfering vapors or gases.

There are two types of in situ analyzers: path and point measurements. Either
single or double path CEM instruments perform measurement across the entire duct
or stack at certain elevation, whereas point measurement is completed by a sensor at
a specific point or over a path of only a few centimeters distance. Typical in situ
CEM systems can tolerate harsh environment at most locations and require fewer
accessories such as probe heaters, gas conditioning systems, tubing and pumps than
their extractive predecessors [7].

The 1970s saw advancements in German optical systems, which have shown
great promise for measuring gas opacity, an indicator of the air emission rate [7].
The opacity of the stack gas is a function of light transmission through the plume
and is determined by

OP ¼ ð1� I=I0Þ � 100 ð15:18Þ

where OP = percent opacity, I = light flux leaving the plume, and I0 = incident light
flux.

Opacity is more lenient than the corresponding mass emission standards. The
USEPA developed Method 9 to quantify the opacities of the plumes emitted
from stationary point sources (http://www.epa.gov/ttn/emc/promgate/m-09.pdf).
Recently, Du et al. [3] reported a method to quantify the plume opacity by digital
photography andDu et al. [4] published a paper for fugitive fume detection by opacity.

Most air pollutants can now be continuously monitored by different instruments.
The selection of the instruments is important to the design of the monitoring sys-
tem. The choice of instrumentation for an air monitoring depends on type of pol-
lutants and expected concentrations, accuracy required by local air quality
standards, budget and personnel, etc. In the USA, CEM is required by the Clean Air
Act Amendments to monitor SO2, NOx, CO, CO2, opacity, total hydrocarbons, and
total reduced sulfur (TRS). All the instruments are required for calibration before
being used on site.

15.5 Continuous Emission Monitoring … 459

http://www.epa.gov/ttn/emc/promgate/m-09.pdf


15.6 Ambient Air Quality Monitoring

Ambient air quality monitoring data is used to determine local air quality index
and the levels of air pollution in the region, to establish and evaluate air pollu-
tion control measures, and to evaluate air dispersion models or some of their
parameters. Sometimes it is also used to warn the citizens when the air pollution is
hazardous.

Ambient air quality monitoring network in most regions employs continuous
monitoring of outdoor air quality. These networks measure the amount of gaseous
air pollutants and particulate matter at multiple locations to produce statistically
correct data.

Like air emission monitoring systems, there are two types of ambient air quality
monitoring systems: integrated and continuous monitoring systems. In integrated
monitoring, samples are collected using standard devices over a certain time
interval. The samples collected are analyzed in a laboratory.

A continuous air quality monitoring system constitutes both air sampling and
pollutant characterization devices in one system. Samples are taken and analyzed
continuously. Air pollutant concentrations are nearly instantaneously displayed or
continuously recorded by a data logging mechanism. The system can also be
programmed to take samples and display results over certain interval, say every
10 min or 2 h. The intervals set by the operator should follow the guideline set in
the corresponding air quality standards. The data can also be sent to a central
location for further analysis via wired or wireless network. On the other hand, this
type of system requires sophisticated instruments and well-trained professionals to
operate and to maintain the system.

An air quality monitoring network can also be mobile. Mobile air quality
monitoring networks are set in trailers, automobiles, or other mobile units. They
take samples and display data on schedule among selected locations. Consequently,
data are collected in time sequence. The mobile air quality monitoring and sampling
features its flexibility in air quality measurements and it provides a much higher
resolution in the geographical variations if the air monitoring practice lasts long
enough to generate meaningful data.
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Appendix

Table A.1 Molar weights of typical substances

Substance Chemical formulae Molar weight (kg/kmole)

Hydrogen H2 2.01

Water H2O 18.02

Hydrogen sulfide H2S 34.08

Hydrogen chloride HCl 36.46

Carbon C 12.011

Methane CH4 16.04

Ethane C2H6 30.07

Propane C3H8 44.1

Ethylene C2H4 28.05

Acetylene C2H2 26.04

Carbon monoxide CO 28.01

Carbon dioxide CO2 44.01

Oxygen O2 32

Nitrogen N2 28.01

Nitric oxide NO 30.01

Nitrogen dioxide NO2 46.01

Ammonia NH3 17.03

Ammonium sulfate (NH4)2SO4 132.14

Nitrous oxide N2O 44.01

Nitric acid HNO3 63.01

Sulfur S 32.07

Sulfur dioxide SO2 64.06

Sulfur trioxide SO3 80.06

Sulfuric acid H2SO4 98.08

Calcium Ca 40.08

Calcium oxide (lime) CaO 56.08
(continued)
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Table A.1 (continued)

Substance Chemical formulae Molar weight (kg/kmole)

Calcium carbonate (lime stone) CaCO3 100.09

Calcium sulfite CaSO3 120.14

Calcium sulfate CaSO4 136.14

Calcium hydroxide Ca(OH)2 74.09

Sodium carbonate (soda) Na2CO3 105.99

Sodium bicarbonate NaHCO3 84.01

Sodium sulfite Na2SO3 126.04

Sodium sulfate Na2SO4 142.04

Sodium hydroxide NaOH 40.00

Table A.2 Quantities and constants

Properties of Air at 20 °C and 1 atm

Density 1.205 kg/m3

Viscosity 1.81 × 10−5 Pa s

Mean free path 0.066 μm

Molecular weight 28.86 g/mole

Specific heat ratio, Cp/Cv 1.40

Diffusion coefficient 0.19 cm2/s

Gas constant for dry air when pressure is in Pa and mass in kg, R 287.055 J/ kg.K

Constants

Avogadro’s number, Na 6.022 × 1023 /mole

Boltzmann’s constant, k = R/Na 1.38 × 10−23 m2 kg/s.K

Gravitational acceleration at sea level, g 9.81 m/s

Universal gas constant

When pressure in Pascal, R 8.314 J/mole.K

When pressure in atm and volume in cm3, R 82.1 atm.cm3/mole.K
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Table A.3 Conversion factors

Metric Imperial to metric Metric to imperial

Length

1 km = 1,000 m
1 hm = 100 m
1 m = 100 cm
1 m = 1,000 mm
1 m = 1,000,000 µm
1 µm = 1,000 nm
1 nm = 10 Å

1 mile = 1.609 km
1 foot = 0.3048 m
1 in = 2.54 cm

1 km = 0.54 miles
1 m = 3.2808 feet
1 cm = 0.394 in

Area

1 m2 = 100 dm2

1 dm2 = 100 cm2

1 cm2 = 100 mm2

1 ft2 = 0.0929 m2

1 in2 = 645.16 mm2
1 km2 = 0.3861 mile2

1 m2 = 10.7639 ft2

1 mm2 = 0.0016 in2

Volume

1 m3 = 1,000 l
1 l = 1 dm3

1 l = 1,000 cc
1 l = 1,000 ml

1 gallon = 4.5461 l
1 US gallon = 3.785 l
1 pint = 0.5683 l
1 cu. in = 16.3871 cm3

1 l = 0.22 gal.
1 l = 0.2642 US gal.
1 m3 = 219.969 gal.
1 m3 = 35.3147 feet3

Mass/Weight

1 ton = 1,000 kg
1 kg = 1,000 g
1 g = 1,000 mg

1 ton = 1.016 tons
1 lb. = 0.4536 kg
1 oz. = 28.3495 g
1 US ton = 0.9072 tonnes

1 ton = 0.9842 ton
1 ton = 1.1023 US ton
1 kg = 2.2046 lb.
1 kg = 35.274 oz.

Flow rate

1 m3/s = 1,000 l/s
1 m3/s = 3,600 m3/h

1 ft3/min= 4.72 × 10−4 m3/s 1 m3/s = 2118.88 ft3/min

Pressure

1 kPa = 1,000 Pa
1 Pa = 1 N/m2

1 atm = 760 mm Hg
1 atm = 101.325 kPa
1 atm = 1.01 × 106 dyn/cm2

1 atm = 1.01325 bar

1 atm = 14.7 psia

Concentration

1 mg/m3 = 1 μg/l
1g/cm3 = 1,000 kg/m3

1g/cm3 = 1,000 g/l
x% = 10,000x ppmv

1 grain/ft3 = 2.29 g/m3 1 g/m3= 0.44 grain/ft3

Viscosity

1 Pa.s = 1 N.s/m2

1 g/cm.s = 0.1 Pa.s
1 g/cm.s = 0.1 N.s/m2

1 poise = 1 g/cm.s
1 dyn.s/cm2 = 0.1 Pa.s
1 dyn.s/cm2 = 0.1 N s/m2

1 g/cm.s = 1 dyn.s/cm2

Energy

1 cal = 4.19 J
1 kW.h = 3,600 kJ

1 Btu = 0.000293 kW.h 1 kW.h = 3412.14 Btu

(continued)
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Table A.3 (continued)

Metric Imperial to metric Metric to imperial

Power

1 W = 1 J.s
1 W = 3.6 kJ/h
1 kW = 3600 kJ/h

1 hp = 746 W
1 Btu/h = 0.2987 W

1 W = 3.412 Btu/h
1 kW = 3412.14 Btu/h
1 kW = 1.3405 hp

Temperature

K = °C + 273 oF = 1.8 °C + 32 1 °C = 5/9 × (°F – 32)

Table A.4 Approximate thermodynamic data for species

Species Name Dh0f (298 K) (J/mol) Cp ¼ aþ bT (J/mol K)

a b

C Carbon, monatomic 716,033 20.5994 0.00026

C(s) Graphite (ref.) 0 14.926 0.00437

CH3 Methyl 145,896 42.8955 0.01388

CH4 Methane –74,980 44.2539 0.02273

CO Carbon monoxide –110,700 29.6127 0.00301

CO2 Carbon dioxide –394,088 44.3191 0.00730

C2H4O Ethylene oxide –52,710 70.1093 0.03319

H2 Hydrogen (ref.) 0 27.3198 0.00335

H2O Water vapor –242,174 32.4766 0.00862

H2O2 Hydrogen peroxide –136,301 41.6720 0.01952

H2S Hydrogen sulfide –20,447 35.5142 0.00883

H2SO4 Sulfuric acid vapor –741,633 101.7400 0.02143

H2SO4 Sulfuric acid liquid –815,160 144.0230 0.02749

NH3 Ammonia –45,965 38.0331 0.01593

NO Nitric oxide 90,421 30.5843 0.00278

NO2 Nitrogen dioxide 33,143 43.7014 0.00575

NO3 Nitrogen trioxide 71,230 61.1847 0.00932

N2 Nitrogen (ref.) 0 29.2313 0.00307

N2O Nitrous oxide 82,166 44.9249 0.00693

O2 Oxygen (ref.) 0 30.5041 0.00349

O3 Ozone 142,880 46.3802 0.00553

S (g) Sulfur, gas 279,391 22.4619 –0.0004

S (l) Sulfur, liquid 1,425 29.5005 0.00976

S (s) Sulfur, solid (ref.) 0 13.9890 0.02191

SO2 Sulfur dioxide –297,269 45.8869 0.00574

SO3 Sulfur trioxide –396,333 62.1135 0.00877
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Table A.5 Higher and lower heating values of typical fuels

Fuels LHV (MJ/kg) HHV (MJ/kg)

Gaseous Fuels at 0 °C and 1 atm

Natural gas 47.141 52.225

Hydrogen 120.21 142.18

Liquid Fuels

Crude oil 42.686 45.543

Conventional gasoline 43.448 46.536

Reformulated or low-sulfur gasoline 42.358 45.433

U.S. conventional diesel 42.791 45.766

Low-sulfur diesel 42.612 45.575

Petroleum naphtha 44.938 48.075

NG-based FT naphtha 44.383 47.654

Methanol 20.094 22.884

Ethanol 26.952 29.847

Butanol 34.366 37.334

Acetone 29.589 31.862

Liquefied petroleum gas (LPG) 46.607 50.152

Liquefied natural gas (LNG) 48.632 55.206

Dimethyl ether (DME) 28.882 31.681

Dimethoxy methane (DMM) 23.402 25.670

Methyl ester (biodiesel, BD) 37.528 40.168

Fischer-Tropsch diesel (FTD) 43.247 45.471

Renewable Diesel I (SuperCetane) 43.563 46.628

Renewable Diesel II (UOP-HDO) 43.979 46.817

Renewable Gasoline 43.239 46.314

Liquid Hydrogen 120.07 141.80

Methyl tertiary butyl ether (MTBE) 35.108 37.957

Ethyl tertiary butyl ether (ETBE) 36.315 39.247

Tertiary amyl methyl ether (TAME) 36.392 39.322

Butane 45.277 49.210

Isobutane 44.862 49.096

Isobutylene 44.824 48.238

Propane 46.296 50.235

Solid Fuels

Coal (wet basis) 22.732 23.968

Bituminous coal (wet basis) 26.122 27.267

Coking coal (wet basis) 28.610 29.865

Farmed trees (dry basis) 19.551 20.589
(continued)
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Table A.5 (continued)

Fuels LHV (MJ/kg) HHV (MJ/kg)

Herbaceous biomass (dry basis) 17.209 18.123

Corn stover (dry basis) 16.370 17.415

Forest residue (dry basis) 15.402 16.473

Sugar cane bagasse 15.058 16.355

Petroleum coke 29.505 31.308

Source GREET, The Greenhouse Gases, Regulated Emissions, and Energy Use In Transportation
Model, GREET 1.8d.1, developed by Argonne National Laboratory, Argonne, IL, released August
26, 2010. Used with permission

Table A.6 VOC-AC adsorption coefficients

Formula Name a b d

CBrCl3 Bromotrichloromethane 1.39842 0.23228 −0.02184

CBrF3 Bromotrifluoromethane −1.46247 0.58361 −0.01044

CBr2F2 Dibromodifluoromethane 0.82076 0.30701 −0.01384

CBr3F Tribromofluoromethane −1.43748 0.55503 −0.00450

CCl2F2 Dichlorodifluoromethane −0.07350 0.40145 −0.01404

CCl2O Phosgene −0.64469 0.60428 −0.02986

CCl3F Trichlorofluoromethane 0.17307 0.40715 −0.01915

CCl3NO2 Chloropicrin 1.26745 0.20841 −0.01288

CCl4 Carbon Tetrachloride 1.07481 0.28186 −0.02273

CHBr3 Tribromomethane 1.73184 0.19948 −0.02246

CHCl3 Chloroform 0.67102 0.36148 −0.02288

CHN Hydrogen Cyanide −4.39245 1.08948 −0.00740

CH2BrCl Bromochloromethane 0.61399 0.41353 −0.02531

CH2BrF Bromofluoromethane 0.45483 0.36332 −0.01606

CH2Br2 Dibromomethane 1.08376 0.37211 −0.03238

CH2Cl2 Dichloromethane −0.07043 0.49210 −0.02276

CH2I2 Diiodomethane 1.94756 0.14984 −0.01947

CH2O Formaldehyde −2.48524 0.69123 −0.00375

CH2O2 Formic Acid −1.77731 1.09503 −0.06354

CH3Br Methyl Bromide −1.23835 0.78564 −0.05521

CH3Cl Methyl Chloride −1.91871 0.62053 −0.00549

CH3Cl3Si Methyl Trichlorosilane 1.07198 0.24275 −0.01911

CH3I Methyl Iodide 0.73997 0.32985 −0.01330

CH3NO Formamide 1.30981 0.25274 -

CH3NO2 Nitromethane −0.32847 0.70602 −0.05111

CH4 Methane −4.31008 0.77883 −0.00628

CH4Cl2Si Methyl Dichlorosilane 0.73271 0.29305 −0.01822

CH4O Methanol −1.96739 0.82107 −0.01393
(continued)
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Table A.6 (continued)

Formula Name a b d

CH4S Methyl Mercaptan −1.12288 0.60573 −0.02094

CH5N Methylamine −1.93548 0.64710 −0.01057

CN4O8 Tetranitromethane 1.49047 0.18181 −0.01894

CO Carbon Monoxide −5.18782 0.90121 −0.01358

COS Carbonyl Sulfide −1.42882 0.51061 0.00028

CO2 Carbon Dioxide −3.65224 0.80180 −0.00328

CS2 Carbon Disulfide −0.18899 0.47093 −0.01481

C2Br2F4 1,2-Dibromotetrafluoroethane 0.90388 0.25693 −0.00974

C2ClF5 Chloropentafluoroethane 0.08264 0.34756 −0.01343

C2Cl3F3 1,1,2-Trichlorotrifluoroethane 1.27368 0.18656 −0.01231

C2Cl4 Tetrachloroethylene 1.40596 0.20802 −0.02097

C2Cl4F2 1,1,2,2-Tetrachlorodifluoroethane 1.37307 0.17625 −0.01465

C2HBrClF3 Halothane 0.92405 0.31204 −0.02004

C2HCl3 Trichloroethylene 1.02411 0.29929 −0.02539

C2HCl3O Dichloroacetyl Chloride 1.23647 0.26219 −0.02596

C2HCl3O Trichloroacetaldehyde 1.17362 0.26971 −0.02513

C2HCl5 Pentachloroethane 1.64566 0.13515 −0.01572

C2HF3O2 Trifluoroacetic Acid −0.12577 0.59373 −0.03445

C2H2 Acetylene −2.24177 0.82454 −0.03390

C2H2Br4 1,1,2,2-Tetrabromoethane - - -

C2H2Cl2 1,1-Dichloroethylene 0.48740 0.33282 −0.01622

C2H2Cl2 cis-1,2-Dichloroethylene 0.47567 0.39061 −0.02554

C2H2Cl2 trans-1,2-Dichloroethylene 0.47567 0.39061 −0.02554

C2H2Cl2O2 Dichloroacetic Acid 1.69237 0.09630 -

C2H2Cl4 1,1,1,2-Tetrachloroethane 1.44097 0.19166 −0.01995

C2H2Cl4 1,1,2,2-Tetrachloroethane 1.52322 0.17848 −0.02019

C2H3Cl Vinyl Chloride −0.98889 0.66564 −0.04320

C2H3ClO Acetyl Chloride 0.03627 0.45526 −0.02093

C2H3ClO2 Methyl Chloroformate 0.41186 0.42776 −0.02776

C2H3Cl3 1,1,1-Trichloroethane 0.97331 0.28737 −0.02277

C2H3Cl3 1,1,2-Trichloroethane 1.17163 0.27791 −0.02746

C2H3N Acetonitrile −0.79666 0.63512 −0.02598

C2H3NO Methyl Isocyanate −1.07579 0.85881 −0.06876

C2H4 Ethylene −2.27102 0.61731 −0.01467

C2H4Br2 1,1-Dibromoethane 1.37260 0.25671 −0.02516

C2H4Br2 1,2-Dibromoethane 1.44231 0.25500 −0.02666

C2H4Cl2 1,1-Dichloroethane 0.54485 0.36091 −0.02192

C2H4Cl2 1,2-Dichloroethane 0.55343 0.37072 −0.02161

C2H4Cl2O Bis(chloromethyl)ether 0.95599 0.33784 −0.03200

C2H4F2 1,2-Difluoroethane −3.97902 2.51862 −0.31617
(continued)
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Table A.6 (continued)

Formula Name a b d

C2H4O Acetaldehyde −1.17047 0.62766 −0.02475

C2H4O Ethylene Oxide −2.42379 0.94878 −0.04062

C2H4O2 Acetic Acid −0.05553 0.68410 −0.06071

C2H4O2 Methyl Formate −0.99586 0.61693 −0.01847

C2H4S Thiacyclopropane 0.02258 0.45520 −0.02154

C2H5Br Bromoethane 0.31783 0.43549 −0.03072

C2H5Cl Ethyl Chloride −0.50828 0.50364 −0.02179

C2H5ClO 2-Chloroethanol 0.74164 0.46933 −0.05158

C2H5I Ethyl Iodide 1.00356 0.32123 −0.02405

C2H5N Ethyleneimine −1.16912 0.91238 −0.07400

C2H5NO N-Methylformamide 1.23333 0.21723 -

C2H5NO2 Nitroethane 0.44968 0.49708 −0.04612

C2H6 Ethane −2.40393 0.68107 −0.01925

C2H6O Ethanol −0.51153 0.67525 −0.04473

C2H6OS Dimethyl Sulfoxide 1.24042 0.31302 −0.04768

C2H6O2 Ethylene Glycol 1.40474 0.18738 −0.02663

C2H6O4S Dimethyl Sulfate 1.34617 0.21539 −0.02336

C2H6S Dimethyl Sulfide 0.48472 0.37358 −0.02770

C2H6S Ethyl Mercaptan 0.00552 0.40506 −0.01802

C2H6S2 Dimethyl Disulfide 0.75878 0.35928 −0.02953

C2H7N Dimethylamine −1.22492 0.63962 −0.03266

C2H7NO Monoethanolamine 1.21569 0.21994 -

C2H8N2 Ethylenediamine 0.56504 0.46307 −0.04789

C3H3Cl Propargyl Chloride 0.27135 0.40480 −0.02135

C3H3N Acrylonitrile 0.07669 0.49986 −0.03500

C3H3NO Oxazole 0.63350 0.30620 −0.02350

C3H4 Methylacetylene −2.52865 1.74715 −0.21635

C3H4Cl2 2,3-Dichloropropene 0.95417 0.30034 −0.02614

C3H4O Acrolein −0.29632 0.49437 −0.02471

C3H4O Propargyl Alcohol 0.22971 0.57711 −0.05441

C3H4O2 Acrylic Acid 0.75549 0.47108 −0.05615

C3H4O3 Pyuvic Acid 1.07410 0.41414 −0.05768

C3H5Br 3-Bromo-1-Propene 0.84815 0.32392 −0.02398

C3H5Cl 3-Chloropropene 0.32792 0.36553 −0.01853

C3H5ClO alpha-Epichlorohydrin 0.83203 0.38983 −0.03932

C3H5ClO2 Methyl Chloroacetate 1.07657 0.32514 −0.03617

C3H5ClO2 Ethyl Chloroformate 0.94901 0.32529 −0.03201

C3H5ClO3 1,2,3-Trichloropropane 1.47241 0.18136 −0.02165

C3H5I 3-lodo-1-Propene 1.33634 0.24222 −0.02271

C3H5N Propionitrile 0.05925 0.51747 −0.03781
(continued)
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Table A.6 (continued)

Formula Name a b d

C3H5NO Hydracrylonitrile 1.50994 0.11037 -

C3H5NO Lactonitrile 1.44156 0.12689 -

C3H6 Propylene −0.93674 0.57775 −0.03853

C3H6Cl2 1,1-Dichloropropane 0.95379 0.28791 −0.02487

C3H6Cl2 1,2-Dichloropropane 0.98872 0.28700 −0.02571

C3H6Cl2 1,3-Dichloropropane 1.10340 0.27837 −0.02824

C3H6Cl2 2,2-Dichloropropane 0.85314 0.29432 −0.02255

C3H6O Acetone −0.14546 0.47497 −0.02286

C3H6O Allyl Alochol 0.32390 0.49368 −0.04370

C3H6O n-Propionaldehyde 0.05519 0.49738 −0.04331

C3H6O 1,2-Propylene Oxide −0.42829 0.53858 −0.02757

C3H6O 1,3-Propylene Oxide −0.50421 0.51872 −0.02296

C3H6O2 Ethyl Formate 0.12618 0.42260 −0.02090

C3H6O2 Methyl Acetate 0.13314 0.42849 −0.02188

C3H6O2 Propionic Acid 0.77846 0.44570 −0.05209

C3H6O2S 3-Mercaptopropionic Acid 1.68823 0.05916 -

C3H6O3 Lactic Acid 1.60722 0.09225 -

C3H6O3 Methoxyacetic Acid 1.61885 0.08873 -

C3H6S Thiacyclobutane 0.67420 0.37225 −0.03151

C3H7Br 1-Bromopropane 0.83601 0.32406 −0.02407

C3H7Br 2-Bromopropane 0.81137 0.31043 −0.02155

C3H7Cl Isopropyl Chloride 0.31428 0.34779 −0.01661

C3H7Cl n-Propyl Chloride 0.40133 0.34678 −0.01931

C3H7I Isopropyl Iodide 1.26456 0.24157 −0.02122

C3H7I n-Propyl Iodide 1.30623 0.24227 −0.02250

C3H7N Allylamine 0.16250 0.39815 −0.02105

C3H7N Propyleneimine 0.06919 0.43529 −0.02293

C3H7NO N,N-Dimethylformamide 0.90253 0.37875 −0.04523

C3H7NO2 1-Nitropropane 0.91328 0.34648 −0.03730

C3H7NO2 2-Nitropropane 0.83248 0.35732 −0.03608

C3H8 Propane −0.79460 0.49029 −0.02398

C3H8O Isopropanol 0.27183 0.46419 −0.03682

C3H8O n-Propanol 0.38644 0.48033 −0.04505

C3H8O2 2-Methoxyethanol 0.74339 0.41792 −0.04536

C3H8O2 Methylal 0.19079 0.38167 −0.01775

C3H8O2 1,2-Propylene Glycol 1.48275 0.11594 -

C3H8O2 1,3-Propylene Glycol 1.58563 0.08395 -

C3H8S n-Propylmercaptan 0.59031 0.31407 −0.02190

C3H8S Isopropyl Mercaptan 0.55779 0.31539 −0.02051

C3H8S Ethyl-Methyl-Sulfide 0.62830 0.31889 −0.02320
(continued)
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Table A.6 (continued)

Formula Name a b d

C3H9N n-Propylamine 0.05768 0.34918 −0.01241

C3H9N Isopropylamine 0.07464 0.37106 −0.01568

C3H9N Trimethylamine −0.09422 0.32583 −0.00337

C3H9NO 1-Amino-2-Propanol 1.25496 0.27456 −0.04254

C3H9NO 3-Amino-1-Propanol 1.53733 0.08156 -

C3H9NO Methylethanolamine 1.14745 0.30208 −0.04243

C3H9O3P Trimethyl-Phosphite 1.00568 0.21001 −0.01402

C3H9O4P Trimethyl Phosphate 1.48463 0.16933 −0.02290

C3H10N2 1,2-Propanediamine 0.90237 0.31904 −0.03400

C4H4O Furan 0.04084 0.40613 −0.01620

C4H4O2 Diketene 0.87430 0.37094 −0.03962

C4H4S Thiophene 0.80753 0.32166 −0.02654

C4H5Cl Chloroprene 0.72957 0.29786 −0.02111

C4H5N trans-Crotonitrile 0.70791 0.37284 −0.03756

C4H5N cis-Crotonitrile 0.58131 0.39427 −0.03590

C4H5N Methacrylonitrile 0.46655 0.38890 −0.03042

C4H5N Pyrrole 0.83128 0.38413 −0.04217

C4H5N Vinylacetonitrile 0.61844 0.40844 −0.04032

C4H5NO2 Methyl Cyanoacetate 1.56587 0.09143 -

C4H6 1,3-Butadiene −0.03359 0.34764 −0.01297

C4H6 Dimethylacetylene −0.06673 0.39387 −0.01524

C4H6 Ethylacetylene −0.02918 0.33636 −0.01056

C4H6Cl2 1,3-Dichloro-trans-2-Butene 1.30208 0.19939 −0.02091

C4H6Cl2 1,4-Dichloro-cis-2-Butene 1.40119 0.17876 −0.02041

C4H6Cl2 1,4-Dichloro-trans-2-Butene 1.40904 0.18120 −0.02179

C4H6Cl2 3,4-Dichloro-1-Butene 1.23394 0.21476 −0.02135

C4H6O trans-Crotonaldehyde 0.68353 0.36560 −0.03400

C4H6O 2,5-Dihydrofuran 0.33990 0.40041 −0.02451

C4H6O Methacrolein 0.43461 0.37019 −0.02474

C4H6O2 gamma-Butyrolactone 1.29434 0.29719 −0.04658

C4H6O2 cis-Crotonic Acid 1.30871 0.25008 −0.03752

C4H6O2 Methacrylic Acid 1.23099 0.27648 −0.03903

C4H6O2 Methyl Acrylate 0.45869 0.32104 −0.02001

C4H6O2 Vinyl Acetate 0.61067 0.34797 −0.02595

C4H6O3 Acetic Anhydride 1.07388 0.31083 −0.03575

C4H7N n-Butyronitrile 0.64311 0.38787 −0.03822

C4H7N Isobutyronitrile 0.56697 0.38807 −0.03531

C4H7NO 3-Methoxypropionitrile 1.13283 0.28534 −0.03732

C4H8 1-Butene 0.07313 0.32701 −0.01452

C4H8Br 1,2-Dibromobutane 1.69234 0.12766 −0.01497
(continued)
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Table A.6 (continued)

Formula Name a b d

C4H8Br 2,3-Dibromobutane 1.68176 0.12916 −0.01492

C4H8Cl2 1,4-Dichlorobutane 1.38278 0.17796 −0.02030

C4H8O n-Butyraldehyde 0.45056 0.37372 −0.02689

C4H8O Isobutyraldehyde 0.39315 0.36715 −0.02379

C4H8O 1,2-Epoxybutane 0.36719 0.37654 −0.02360

C4H8O Methyl Ethyl Ketone 0.46525 0.37688 −0.02801

C4H8O Ethyl Vinyl Ether 0.33311 0.33471 −0.01711

C4H8O Tetrahydrofuran 0.29856 0.35648 −0.01550

C4H8O2 Isobutyric Acid 1.14021 0.29004 −0.03833

C4H8O2 n-Butyric Acid 1.22589 0.26481 −0.03737

C4H8O2 1,4-Dioxane 0.66781 0.36208 −0.03034

C4H8O2 Ethyl Acetate 0.63612 0.34441 −0.02691

C4H8O2 Methyl Propionate 0.64273 0.34862 −0.02767

C4H8O2 n-Propyl Formate 0.65855 0.34340 −0.02750

C4H8O2S Sulfolane 1.77762 0.00118 0.00005

C4H8S Tetrahydrothiophene 0.93777 0.33197 −0.03877

C4H9Br 1-Bromobutane 1.16698 0.24380 −0.02270

C4H9Br 2-Bromobutane 1.13872 0.24481 −0.02203

C4H9C n-Butyl Chloride 0.80024 0.29114 −0.02370

C4H9Cl sec-Butyl Chloride 0.75046 0.29132 −0.02212

C4H9Cl tert-Butyl Chloride 0.68673 0.28529 −0.01944

C4H9N Pyrrolidine 0.60693 0.36363 −0.03004

C4H9NO N,N-Dimethylacetamide 1.20026 0.25124 −0.03263

C4H9NO Morpholine 1.00673 0.30572 −0.03294

C4H10 n-Butane 0.03071 0.34304 −0.01596

C4H10 Isobutane −0.01676 0.33495 −0.01274

C4H10O n-Butanol 0.89881 0.32534 −0.03648

C4H10O sec-Butanol 0.76814 0.34611 −0.03478

C4H10O Diethyl Ether 0.23477 0.36044 −0.02236

C4H10O Methyl-Propyl-Ether 0.36764 0.32893 −0.01787

C4H10O Methyl Isopropyl Ether 0.36373 0.31940 −0.01647

C4H10O Isobutanol 0.84818 0.33155 −0.03559

C4H10O2 1,3-Butanediol - - -

C4H10O2 1,4-Butanediol - - -

C4H10O2 2,3-Butanediol 1.50642 0.09239 -

C4H10O2 t-Butyl Hydroperoxide 1.08563 0.26496 −0.03035

C4H10O2 1,2-Dimethoxyethane 0.74981 0.31330 −0.02616

C4H10O2 2-Ethoxyethanol 1.07911 0.27792 −0.03199

C4H10O4S Diethyl Sulfate 1.64797 0.05805 -

C4H10S n-Butyl Mercaptan 0.98086 0.24388 −0.02251
(continued)
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Table A.6 (continued)

Formula Name a b d

C4H10S Isobutyl Mercaptan 0.93709 0.24802 −0.02179

C4H10S sec-Butyl Mercaptan 0.92287 0.24856 −0.02146

C4H10S tert-Butyl Mercaptan 0.84380 0.24937 −0.01939

C4H10S Diethyl Sulfide 0.95993 0.24465 −0.02195

C4H10S Isopropyl-Methyl-Sulfide 0.92769 0.24689 −0.02132

C4H10S Methyl-Propyl-Sulfide 0.97217 0.24453 −0.02229

C4H10S2 Diethyl Disulfide 1.42594 0.12564 −0.01373

C4H11N n-Butylamine 0.64570 0.31857 −0.02570

C4H11N Isobutylamine 0.60137 0.31538 0.02369

C4H11N sec-Butylamine 0.57706 0.31254 −0.02250

C4H11N tert-Butylamine 0.50036 0.30334 −0.01897

C4H11N Diethylamine 0.54770 0.30799 −0.02107

C4H11NO Dimethylethanolamine 1.18381 0.23249 −0.02857

C4H12Si Tetramethylsilane 0.70867 0.23089 −0.01505

C4H13N3 Diethylene Triamine 1.54270 0.06479 -

Source Yaws CL, Bu L, Nijhawan S (1995) Determining VOC adsorption capacity. Pollut Eng
27(2):34–37. http://www.pollutionengineering.com/

474 Appendix

http://www.pollutionengineering.com/


F
ig
.A

.1
A

L
og

-p
ro
ba
bi
lit
y
pa
pe
r

Appendix 475



F
ig
.A

.2
A
SH

R
A
E
-s
ty
le

ps
yc
hr
om

et
ri
c
ch
ar
t
(u
se
d
w
ith

pe
rm

is
si
on

)

476 Appendix



Index

A
Absorption, 132
Absorption equilibrium line, 135
Absorption minimum operating line, 137
Absorption operating line, 136
Acid Rain, 8
Activated carbon, 118
Adhesion efficiency, 172
Adhesion energy, 408
Adhesion force, 105
Adiabatic flame temperature, 84
Adiabatic lapse rate of dry air temperature, 321
Adsorbent affinity, 119
Adsorbent capability, 120
Adsorbents, 119
Adsorption, 117
Adsorption Isotherm, 120
Adsorption wave, 127
Aerodynamic diameter, 99
Aerodynamic particle focusing, 416
Aerosol, 91
Aerosol particle coagulation, 106
Aerosol particle size distribution, 110
Air dispersion models, 315
Air emission monitoring, 447
Air emission standards, 14
Air–fuel ratio, 59
Air parcel, 320
Air pollution emissions, 1
Air quality index, 6
Air quality monitoring networks, 460
Air quality standards, 15
Air staging, 268
Algal biomass, 390
Ambient air quality monitoring, 460
Amine-based CO2 absorption, 367
Anisokinetic sampling, 450

Anthropogenic air pollution, 9
Anthropogenic greenhouse effect, 349
Aqueous ammonia, 375
Arrhenius equation, 69
Asbestos, 428
Atmospheric stability, 322
Average relative velocity, 29
Avogadro number, 30

B
Bag-house filters, 281
Bernoulli’s equation, 45
Biodiesel, 243
Bioethanol, 245
Biofuels, 240
Biogas, 252
Boundary layer, 47
Box model, 315
Breakthrough time, 130
Briggs’ parameterization, 333
Building related illness, 428
Buoyancy flux, 335

C
Carbonaceous particles, 220
Carbon capture and storage, 355
Carburetor, 263
Catalytic oxidation, 302
Characteristic radius, 412
Charging of the particles, 159
Char oxidation, 205
Chemical absorption, 145
Chemical equilibrium, 71
Chemical kinetics, 68
Chemical-looping combustion, 360
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Chemisorption, 117
Classification of Coals, 202
Claus process, 230
Clean room, 433
Coagulation, 105
Coagulation coefficients, 108
Coalbed methane, 383
Coal cleaning, 227
Coal-fired integrated gasification combined

cycle, 239
Coal washing, 228
Co-combustion, 232
Coefficient of restitution, 408
Combined charging, 162
Composite Young’s modulus, 412
Condensation particle counter, 415
Continuous emission monitoring, 458
Counterflow gas-liquid system, 132
Criteria air pollutants, 15
Critical thermal speed, 408
Cropping, 388
Cumulative distribution, 111
Cunningham correction factor, 95
Curvilinear motion, 101
Cut size, 152
Cyclone, 163

D
Dalton’s law, 34
Darcy friction factor, 379
Darcy’s law, 385
Devolatilization, 203
Diesel engines, 263
Differential mobility analyzer, 415
Diffusion, 173
Diffusion coefficient, 103
Diffusion flame, 195
Diffusive charging, 160
Diffusivity of Gases, 42
Dissolved inorganic carbon, 386
Distillation, 247
Drag coefficient, 93
Drag, 46
Dry FGD, 293
Dust cake, 185, 282
Dynamic shape factor, 94

E
Electrode, 159
Electrostatic attraction, 173
Electrostatic precipitation, 158
Electrostatic precipitators, 278

Endothermic, 80
Energy crop, 389
Enhanced absorption factor, 146
Enhanced greenhouse effect, 349
Enhance oil recovery, 382
Enthalpy of formation, 82
Enthalpy of reaction, 80
Entrained bed gasifiers, 235
Environmental nanoaerosols, 395
Equal-area method, 454
Equilibrium constant based

on concentration, 71
Equivalence ratio, 60
Error function, 409
Exhaust Gas Recirculation, 273
Exothermic, 80

F
Faraday cup, 419
Fermentation, 246
Fick’s law of diffusion, 43
Field charging, 161
Filter media, 280
Filter Pressure Drop, 183
Filtration, 172
First law of thermodynamics, 79
Fixed bed gasifier, 235
Flame temperature, 84
Flaring, 299
Flooding Velocity, 144
Flue gas recirculation, 271
Fluidized bed combustion, 258
Fluidized bed gasifier, 237
Formation of sulphuric pollutants, 209
Freundlich isotherm, 123
Froude number, 339
Fuel lean combustion, 60
Fuel NO, 215
Fuel rich combustion, 60
Fuel staging, 270
Fuel substitution, 232
Fungal, 388

G
Gasification, 234
Gasifier, 235
Gas Kinetics, 27
Gaussian air dispersion models, 329
Gaussian puff models, 343
Geological storage, 382
Geometric mean diameter, 112
Global air emissions, 12
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Global warming potential, 350
Grade efficiency curve, 151
Granular filters, 186
Gravity number, 187
Gravity settling chamber, 154
Greenhouse gas effects, 8
Greenhouse gases, 4, 349

H
Hamaker constant, 187
Heating, ventilation and air conditioning

(HVAC), xvi, 4, 435, 445
Height of transfer unit, 144
Henry’s law, 48
Higher heating value, 82
Hydrocarbon, 62
Hydrolysis, 246
Hydrothermal conversion, 248
Hydrothermal liquefaction, 251

I
Ideal gas law, 33
In-combustion air emission

control, 257
Indoor air dispersion, 441
Indoor air pollutants, 428
Indoor air quality, 4, 36, 427
Inertial impaction, 173
Intensity of an electric field, 158
Interception, 173
Internal combustion engine, 261
Internal energy of the system, 80
International energy outlook, 11
Ionic liquids, 376
Isokinetic sampling, 449
Isothermal, 80

K
Knudsen number, 94
Kuwabara, 174

L
Langmuir isotherm, 120
Lapple cyclones, 167
Latent heat of vaporization, 197
Laughing gas, 214
Life cycle analysis, 390
Lifetime of the droplets, 199

Log probability paper, 113
Lower flammable limit, 298
Lower heating value, 82
Low visibility, 7

M
Mass transfer coefficietns, 55
Maxwell–Boltzmann

distribution, 28, 41, 406, 407
Mean free path, 38
Mean molecular speed, 28
Mean thermal velocity, 109
Mechanical constants, 412
Mercury, 223
Mercury Adsorption, 306
Mesosphere, 319
Metal–organic frameworks, 363
Mineral trapping, 385
Minimum ventilation rate, 436
Mirror source, 340
Mixing height, 341
Mobile systems, 196
Molar weight, 30
Molecular kinetic energy, 37
Mole flow rates, 133
Mole ratio, 134
Momentum flux, 335

N
Nanoaerosols, 395
Nanomaterials, 395
Nanoparticles, 395
Nano-silver, 396
Natural gas fired combined

cycles, 239
Natural gas sweetening, 231
Neutral atmosphere, 323
Nitrogen oxides, 210
Noncontinuum regime, 94
Normalized concentration, 432
Number of collisions, 39
Number of transfer unit, 144

O
Obukhov length, 327
Overall filtration efficiency, 180
Overall mass transfer coefficients, 55
Oxyfuel combustion, 358
Oxygen-carrier, 361
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P
Partial pressure based equilibrium, 72
Particle coagulation, 106
Particle reynolds number, 91
Particulate matter, 2
Particulate organic carbon, 386
Pasquill classes, 324
Peclet number, 176
Physioadsorption, 117
Pipeline, 379
Piston engine, 261
Pitot tube, 448
Planetary boundary, 319
Plume downwash, 338
Plume rise, 335
PMx, 3
Polydisperse aerosol, 110
Post-combustion CO2 capture, 362
Post-combustion technologies, 277
Pre-combustion carbon capture, 355
Pressure drop, 171
Pressure of a gas, 30
Pressure swing adsorption, 364
Primary air pollutants, 2
Probability of molecular speed, 28
Prompt NO, 213
Proximate analysis, 200
Pseudo steady state, 78
Psychrometric chart, 440
Pull-off force, 105
Pyrolysis, 203
Pyrolysis of biomass, 233

R
Rate constant of reaction, 68
Rauolt’s law, 53
Reference Methods, 447
Refinery, 229
Regenerative thermal oxidizer, 301
Relative humidity, 36
Residual trapping, 385
Reynolds number, 45

S
Saline aquifer, 384
Sampling efficiency, 451
Scanning mobility particle sizer, 415
Secondary air pollutants, 2, 3
Selective catalytic reduction (SCR), 295
Selective noncatalytic reduction

(SNCR), 295, 296

Separation efficiency for particles, 152
Sick building syndrome, 428
Simplified air, 35
Single fiber filtration efficiency, 176
Six principal pollutants, 17
Soil organic carbon, 388
Solid fuels, 200
Solidity, 180
Solubility, 48
Solubility trapping, 385
Solute fee liquid, 133
Soot, 220
Soot formation, 220
Specific heat, 197
Specific volume, 33
Stable atmosphere, 323
Standard air, 1, 16, 101, 190, 407, 416
Standard heat of formation, 82
Standard particle density, 100
Stationary system, 196
Steam Reactivation, 291
Stoichiometric combustion, 60
Stokes number, 101
Stokes region, 92
Stokes’s law, 92
Stratigraphic trapping, 385
Stratosphere, 319
Surface roughness, 379
Surface roughness height, 326
Syngas, 237

T
Temperature swing adsorption-desorption sys-

tem, 365
Terminal precipitating velocity, 158
Terminal setting velocity, 97
Terrestrial ecosystems, 387
Thermal impact speed, 407
Thermal NO, 211
Thermal oxidizer, 300
Thermal Rebound, 406
Thermochemical conversion, 233
Thermogravimetric analysis (TGA), 202
Thermosphere, 319
Threshold limit values, 430
Total efficiency, 151
Total efficiency of a single fiber, 178
Total enthalpy of the system, 80
Trace elements, 221
Transport efficiency, 172
Troposphere, 318
Two-film theory, 53
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U
Ultimate analysis, 200
Ultra-low sulfur diesel, 229
Universal ideal gas constant, 34
Unstable atmosphere, 323
Upper flammable limit, 298

V
Van der Waals number, 187
Van’t Hoff’s equation, 74
Vapor Combustion, 199
Vaporization, 197
Viscosity, 43
Volatile organic compounds, 3
Volatiles, 205

W
Wasteland, 389
Water gas shift reaction, 234
Wet FGD, 288
Wet scrubbers, 284
Wind speed, 324
Wood pellets, 242
Woody energy crops, 389

Z
Zeldovich mechanism, 211
Zwitterion, 368
Zwitterion mechanism, 368
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